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1 Introduction 
 

The team working at this e-IRG paper on cloud computing for research was overwhelmed 

with a continuous stream of new publications and events on cloud computing even to the 

point that it delayed the delivery of the final version. 

 

Cloud computing seems to be everywhere but do we really know what these words mean. Is 

cloud computing a substitute for the well-known outsourcing of heavy computer tasks to 

centralised computing services and data centres? What is the difference between cloud 

computing and application service provision? Is virtualisation enough to claim a cloud 

computing service?  

 

And what does cloud computing mean for the average researcher? Has he/she the faintest 

idea what to do when advised “put your data/application” in the cloud? What is the advantage 

of using a cloud infrastructure instead of another type of computing infrastructure?  

 

To answer these questions and many more we need to understand which properties make a 

computing infrastructure a cloud computing infrastructure. 

 

There exist many cloud computing projects and cloud computing services. Consequently, 

several business models rapidly evolved to harness this technology by providing software 

applications, programming platforms, data-storage, computing infrastructure and other 

hardware as services. While all the above components refer to the core of cloud computing 

services, their interrelations have been ambiguous and the feasibility of enabling their 

interoperability has been debatable. Main questions still arise concerning data handling, 

security and multi-tenancy.  

 

In the context of all the flourishing activities around cloud computing, the aim of this 

document is to present cloud computing in a holistic way, elaborate its applicability for 

research and science, investigate related policy aspects and provide policy recommendations 

to the research community. The document takes into account the particularities of the 

European activities in these fields.  
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2 Executive summary 

 
Outsourcing Information Technology (IT) is not new; however with the cloud1 the barrier has 

been lowered so even each one’s personal IT can be outsourced; whether a private person or 

researcher there are plenitude of offerings at low cost. What was previously decided on the 

very top levels of companies and organizations can now be decided by individuals at any 

level. This opens a lot of new opportunities and challenges. The current report tries to capture 

the main opportunities and challenges of cloud computing, identify the related policy aspects 

and the way forward, focusing on research and science. 

 

In the recent years cloud computing has been steadily receiving more and more attention, 

even at the highest political level; A European Cloud Strategy is included in the Digital 

Agenda for Europe Communication as a basic European policy, which is expected to 

materialise in the next Common Strategic Framework programme Horizon 2020. The e-IRG 

has also recognized cloud computing as an important element of the developing service-

oriented e-Infrastructure in its 2011 White Paper. The innovation of the cloud and the 

potential public-private partnerships for the joint creation of market for e-Infrastructure 

resources and services have been recognised in its related recommendations. Yet, there are 

policy and other aspects of cloud computing that are not yet clear, and this paper attempts to 

synthesize them and propose an immediate way forward. 

 

The document starts with the basic definitions, models and trends of cloud computing, 

including the considerable investments and expectations from the cloud market, the interest 

of the governments and SMEs, as well as the security issues that have a negative influence on 

the commercial cloud uptake. The main benefits for the users and providers are highlighted; 

for the users it is the dynamic and on-demand increase of capacity, the creation of a 

computing potential without up-front investments (capital expenditures) and time to install, 

maintain and fully understand the computing systems, rather by only paying for the service. 

Providers’ main business benefits taking into account virtualisation include among others the 

reduced maintenance costs, increased mobility for a global workforce, flexible and scalable 

infrastructure building, quick time to market, “greening” of their data centres, and continuous 

stream of income from multiple clients.  

 

Cloud computing is then compared with other computing paradigms, such as a 

computing cluster, an HPC centre or a distributed computing grid. Although there are 

commercial HPC services in the cloud, it is recognised that the cloud is not yet a solution for 

all scientific communities, and thus cannot be compared with HPC services available for 

research, especially the petaflop scale PRACE services; still cloud appeals to the scientists 

with less complex computing and storage requirements that can adequately be satisfied (the 

small sciences or the so-called long tail of science). On the other hand, there are more 

commonalities of clouds and grids (such as the aggregation of heterogeneous resources, the 

perception of utility computing and the access transparency for the end user), but also 

significant differences starting with the business model (pay-per-use vs. scientific 

collaboration), the security approach, the programming models, etc.  

Data and its handling is also a major factor in the equation, and satisfying users’ requirements 

including security and privacy are crucial, especially for researchers and scientists. Thus data 

on the cloud, data storage, access and processing, as well as safety, security and access 

                                                           
1 Unless otherwise mentioned, by using the generic term “cloud” we refer to commercial public cloud services 
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control of data in the cloud are analysed in a separate section. The cloud challenges are then 

synopsised; scientific and technological challenges mainly comprise of data and application 

interoperability and portability, and the well-known “vendor-lock-in” issue; security-related 

(such as data protection including single points of failure); access and management; metering 

and monitoring. Regarding costs preliminary findings show that owned-e-Infrastructures with 

high utilisation rates are cost-effective and comparable with cloud services (and in fact in 

several cases, especially of centralised owned infrastructures, even lower than commercial 

clouds). Legal aspects include the applicable law, data privacy and copyright protection, 

while policy aspects such as governance and sustainability (especially for the research 

community) are always demanding, and user requirements’ satisfaction should be taken into 

account. A short overview of related standards and/or standard promoting bodies is 

presented, including the OGF-based Open Cloud Computing Interface (OCCI) and the SNIA 

Cloud Data Management Interface (CDMI).  

 

Then the focus is shifted on research, starting with the benefits for research. Reducing the 

time for acquiring the resources compared with the case of purchasing physical devices, 

support for short temporary peaks in resource needs, flexibility in setting the environment, 

and replication opportunities are some of them. Barriers in the usage of cloud computing 

for research and science, include the perception of “too early” (many open issues have to be 

studied), not yet enough administration and/or application skills available, new business 

model needed for procuring leased computing services and as mentioned many of the legal 

and other challenges mentioned.  

 

The future for research and science appears to be hybrid: a hybrid e-Infrastructure cloud for 

research composed by a distributed community cloud, i.e. evolving the current Distributed 

Computing Infrastructure (DCI) environment into a virtualised computing e-infrastructure 

and by a centralised pool of commercial public cloud resources. The first, i.e. the community 

cloud, is mostly suitable for the high-end users of global collaborations usually called “big 

sciences” (such as High Energy Physics or Bioinformatics) and the latter mostly for the small 

sciences (individual scientists or scientists without significant collaborations with “low-end” 

needs). The centralised pool of commercial public cloud resources should be better procured 

centrally in the near future, so as to guarantee better economies of scale and prices at EU 

level, minimising risks (especially with the co-funding by the EC), better stimulation of a 

cloud market for research at EU level, better stimulation of interoperable, standard and 

recoverable solutions from multiple vendors and better central control of legal, financial, and 

policy issues. Still national or institutional clouds can be part of the first (the EU community 

cloud for research). Finally, the central procurement, the hybrid model and all public cloud 

challenges should be evaluated in-field during the Horizon 2020 framework; in detail the 

procurement and allocation process, the monitoring and legal compliance, interoperability 

and governance should all be assessed in the immediate future. As almost no real national 

plans are set up for cloud computing for research, the way is open to choose the best 

European model. Finally, a distilled set of recommendations at the national and EC-level, as 

well as in the form of infrastructure- or support-actions is presented at the end.  

Annexes with the comparison of cloud vs. other approaches, the key European approaches, 

the main technical solutions and the TFCC members are included at the end of the document. 
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3 Cloud computing definitions, models, and trends  

3.1 Definitions 
 

Cloud computing is still an evolving paradigm. It has currently at least two widely accepted 

definitions, which reflect different perspectives: 

Definition 12.  

A Cloud is an elastic execution environment of resources involving multiple 

stakeholders and providing a metered service at multiple granularities for a 

specified level of quality (of service). 

Definition 23.  

Cloud computing is a model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing resources (e.g., 

networks, servers, storage, applications, and services) that can be rapidly 

provisioned and released with minimal management effort or service provider 

interaction. 

 

The basic difference between the two definitions is the point of view on cloud computing: the 

first one comes from the provider point of view and second one from the user point of view. 

We can also consider the following definition, less technical but more appropriate to be 

disseminated to a wider audience:   

 

Definition 32 :  

Cloud computing is the delivery of computing as a service rather than a 

product, whereby shared resources, software, and information are provided to 

computers and other devices as a utility (like the electricity grid) over a 

network (typically the Internet). 

 

The “as a utility” part in this definition implies the flexibility and adaptability that is inherent 

to a computing cloud. 

3.2 Deployment and service models 

3.2.1 Cloud services 

 

A cloud service: 

1. Is a service accessible via a web browser or web services API 

2. Needs zero capital expenditure to get started 

3. You pay only for what you use 

 

 

                                                           
2 Expert Group Report. The Future of Cloud Computing. Opportunities for European Cloud Computing beyond 
2010, http://cordis.europa.eu/fp7/ict/ssai/docs/cloud-report-final.pdf , January 2010 
3US National Institute of Standards and Technology, The NIST Definition of Cloud Computing,  
http://csrc.nist.gov/publications/drafts/800-145/Draft-SP-800-145_cloud-definition.pdf , January 2011 

http://cordis.europa.eu/fp7/ict/ssai/docs/cloud-report-final.pdf
http://csrc.nist.gov/publications/drafts/800-145/Draft-SP-800-145_cloud-definition.pdf
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In a Public Cloud the infrastructure is deployed as a publicly available pool of resources. In 

this case the resources are dynamically provisioned to the general public on a fine-grained, 

self-service basis over the Internet, by using web applications or web services, via an off-site 

third-party provider who bills on a fine-grained utility computing basis.  

 

A Community Cloud shares infrastructure between several organizations from a specific 

community with common requirements (like security, compliance, or jurisdiction).  Such 

resources be managed internally or by a third-party and hosted internally or externally. Fewer 

users are expected than in a public cloud and their identity is usually checkable. 

A Private (or Internal) Cloud is an infrastructure operated solely for a single organization, 

whether managed internally or by a third-party and hosted internally or externally. The 

control of the resources is in the hand of the user. A Hybrid Cloud is a composition of two or 

more clouds (private, community, or public) that remain unique entities but are bound 

together, offering the benefits of multiple deployment models. It can also be defined as 

multiple cloud systems that are connected in a way that allows programs and data to be 

moved easily from one deployment system to another. 

Resuming, the cloud services could be deployed according four different models: 

Public Cloud 

The cloud infrastructure is made available to the general public and is owned 

by an organization selling cloud services. 

Private Cloud 

The cloud infrastructure is operated solely for an organization. 

Community Cloud 

The cloud infrastructure is shared by several organizations and supports a 

specific community. 

Hybrid Cloud 

The cloud infrastructure is a composition of two or more clouds (private, 

community, or public). 

3.2.2 Cloud delivery models 

 

Cloud computing business models: 

1. encompass a subscription-based or pay-per-use  model 

2. provide a service that can be used over the Internet  

3. extend an IT shop’s existing capabilities  

4. provide a return on investment on long term 

 

The resources in cloud computing are delivered as services. The “as a Service” (with the 

well-known acronym “aaS”) paradigm refers to components across a network which are 

available for reuse. A large variety of resources can be offered following this paradigm, 

leading to a general image of “anything” available as a Service (shortly XaaS): hardware, 

software, platform, infrastructure, process, storage, database, identity, application, 

integration, network, monitoring, testing, communication, governance, security, backup, 
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marketplace, high performance computing and even human experience. However, the most 

common service delivery models are the following three: 

With the Software-as-a-Service cloud model (SaaS), the vendor supplies the hardware 

infrastructure, the software product and interacts with the user through a front-end portal. A 

well-known example is GoogleDocs. SaaS is a very broad market. Services can be anything 

from Web-based email to inventory control and database processing. Because the service 

provider hosts both the application and the data, the end user is free to use the service from 

anywhere.  

Platform-as-a-Service in the cloud (PaaS) is defined as a set of software and product 

development tools hosted on the provider's infrastructure. Developers create applications on 

the provider's platform over the Internet. PaaS providers may use APIs, website portals or 

gateway software installed on the customer's computer. Microsoft’s Azure, Force.com and 

Google App Engine are examples of PaaS. Developers and users need to know that currently 

interoperability and data portability in the cloud requires appropriate attention. Some 

providers will not allow software created by their customers to be moved off the provider's 

platform.  

Infrastructure-as-a-Service (IaaS) like Amazon EC24 or recent European ones by T-

Systems, Flexiscale or  CloudSigma  provide virtual server instances and APIs to start, stop, 

access and configure their virtual servers and storage. Cloud computing allows a company to 

pay for only as much capacity as needed, and to bring more online as soon as required. 

Because this pay-for-what-you-use model resembles the way electricity, fuel and water are 

consumed, it's sometimes referred to as utility computing.  

In the last year, Business Processes as a Service (BPaaS) has been distinguished from the 

first model as having the potential to become the fourth delivery model. BPaaS is an 

application delivered as a service that is used by business process service-provider personnel, 

who are performing activities on behalf of the service recipient. Services include contact 

centres, human resources, payroll, finance or accounting, marketing. 

 

Summarizing, we point to the following general delivery models: 

 

SaaS (Software as a Service) 

Known also as Application as a Service (AaaS), it is the model in which an 

application is hosted as a service and customers access it using Internet protocols. It is 

the opposite of the Software as a Product model, currently used worldwide. Already, 

classical examples of SaaSs have emerged, including office automation applications, 

accounting systems, online video conferencing, web analytics or web content 

management tools. 

 

PaaS (Platform as a Service) 

Known also as Cloudware, it offers the resources required to build new applications 

and services, without locally installing software. The current offer includes services 

for application design, development, testing, deployment, hosting for team 

                                                           
4 Amazon Elastic Compute Cloud http://aws.amazon.com/ec2/ 

http://aws.amazon.com/ec2/
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collaboration, services for database integration, scalability, or versioning for state 

management. 

 

IaaS (Infrastructure as a Service) 

Known also as Hardware as a Service (HaaS), it allows the renting of CPU cycles, 

server space, network equipment, memory and storage space. The major benefit is the 

fact that the infrastructure can be dynamically scaled up and down (elasticity) 

depending on the users’ needs. 

3.2.3 Virtualisation as the underlying technology of cloud systems 

The software- and hardware-supported virtualisation is a basic underlying technology of the 

cloud systems. The rapid development of the virtualization technology allowed the fast 

development of cloud-enabled systems. Therefore in the Cloud Enablement Model5 that has 

the well-separated tiers enumerated below, the virtualization plays an important role.  

 

The representative concepts and technologies at each tier are as follows: 

1. Physical Tier: the actual hardware 

2. Virtualization Tier: storage, network, computing, security; 

3. Operating System Tier: resource provisioning and management, load balancing, 

capacity management, billing, accounting, workflow, business rules; 

4. Platform Tier: platform , hosting, testing, integration (aaS) as well as application 

hosting, virtual containers, messaging, content management, semantics, delivery and 

web servers;   

5. Business Tier: data, knowledge, software, business processes (all aaS), as well as 

mash-ups and composite applications. 

However, virtualisation is not enough to claim a cloud computing service as it is not the only 

component needed for realising the quick adaptation to changing requested services.  

3.3 Trend studies and Policy documents 
Several recent studies show the exponential growth in cloud computing adoption in the 

commercial field. We mention some of them: 

- Gartner report from July 20116 sustain that the most transformational technologies 

included in the Hype Cycle will be the following: virtualization within two years; big 

data, cloud advertising, PaaS, and Public Cloud between two and five years; and Hybrid 

Cloud in five to ten years. Moreover, Gartner estimates that only for US’ Sales Force’s 

Automation SaaS are at least three million users globally today. 

- CDW7, a provider of technology products and services for business, government and 

education, in their Cloud computing report confirm a 37% adoption in US enterprises 

followed by higher education (34%), healthcare (30%), federal government (29%), state 

and local government (23%) and SMEs (21%).  

                                                           
5 Erik van Ommeren, Sander Duivestein, John deVadoss, Clemens Reijnen, Erik Gunvaldson, Collaboration in 

the Cloud - How Cross-Boundary Collaboration Is Transforming Business, Uitgeverij kleine Uil Press , 2009 
6 Gartner, Hype Cycle for Cloud Computing, 2011 David Mitchell Smith Publication, 27 July 2011 
7 http://www.cdw.com/shop/tools/surveys/survey.asp?SurveyKey=D808B2971F634B5A96E452FE7E6FA165 

http://www.cdw.com/shop/tools/surveys/survey.asp?SurveyKey=D808B2971F634B5A96E452FE7E6FA165
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- The study on Global SME Cloud Adoption8 released in March 2011 by Microsoft predicts 

that 39 % of SMEs expect to be paying for one or more cloud services within three years. 

- A Forrester study predicts9 that SaaS will outgrow all other cloud services, achieving 37% 

adoption in 2011 growing to 50% by 2012. Another earlier study10 predicts that public-

cloud SaaS application spending will increase from $21.21B in 2011 to $78.43B in 2015 

and that PaaS spending will jump from $0.82B in 2011 to $11.91B in 2020. 

- According to a Winter Green Research study11, cloud middleware systems markets at 

$1.5B in 2010 are forecast to reach $4.3B, worldwide by 2017 and market leaders are 

predicted to be Akamai, IBM, Google, Microsoft, and Oracle. 

- A joint report from the Cloud Security Alliance (CSA) and the Information Systems 

Audit and Control Association (ISACA) that surveyed cloud users claims that 76% of 

cloud vendors are being innovative12. 

- A report from IDC EMEA in the period October 2011-June 2012 on behalf of DG 

Connect of the European Commission13, aimed at contributing to the development and 

implementation of the European Cloud Computing Strategy mentions that according to 

the model developed by IDC, the “No Intervention" scenario” of cloud adoption could 

generate up to €88 billion of contribution to the EU GDP in 2020. The “Policy-driven 

scenario", instead, could generate up to €250 billion GDP in 2020. IDC estimates a 

cumulative impact for the period 2015-2020 of some €940 billion in the “Policy-driven” 

scenario, compared to €357 billion in the “No Intervention” one. However the report also 

says that full adoption of the cloud model is still far away, hindered by a wide range of 

bottlenecks and barriers. 

Policy documents from the European official instances and other bodies treat cloud 

computing, its benefits and potential barriers. 

- The Digital Agenda for Europe14 underlines the need for an EU-wide strategy on cloud 

computing for science that should consider economic, legal and institutional aspects. 

Under the Research and Innovation Action Area, the Digital Agenda puts forward that 

“Europe should also build its innovative advantage in key areas through reinforced e-

Infrastructures and through the targeted development of innovation clusters in key fields. 

It should develop an EU-wide strategy on "cloud computing" notably for government and 

science". 

                                                           
8 Size Doesn’t Matter: Transforming Small Businesses in the Cloud, By Klaus Holse Andersen, Microsoft 
http://www.microsoft.com/presspass/emea/presscentre/pressreleases/MSSMBCloudAdoption.mspx   
9 FORRSIGHTS: The Software Market In Transformation, 2011 And BEYOND – A BT Futures Report, by Holger 
Kisker et al, http://bit.ly/ijJy70 
10 Sizing The Cloud – A BT Futures Report, by Stefan Ried, Holger Kisker et al, 
http://www.forrester.com/rb/Research/sizing_cloud/q/id/58161/t/2  
11 Cloud Middleware Market Shares, Strategies, and Forecasts, Worldwide, 2011 to 2017 
http://wintergreenresearch.com/reports/cloud_middleware.html  
12 Cloud Computing: Not Innovative Enough? What if the Innovation Could ouble? 
http://www.formtek.com/blog/?p=3342  
13 Quantitative Estimates of the Demand of Cloud Computing in Europe and the likely barriers to uptake 
  http://ec.europa.eu/information_society/activities/cloudcomputing/cloud_strategy/index_en.htm 
14 A Digital Agenda for Europe : Communication from the Commission to the European Parliament, the Council, 
the European Economic and Social Committee and the Committee of the Regions - COM(2010) 245, 
19.05.2010 http://ec.europa.eu/europe2020/pdf/digital-agenda-communication-en.pdf   

https://cloudsecurityalliance.org/csa-news/cloud-maturity-study-reveals-top-issues/
https://cloudsecurityalliance.org/
https://www.isaca.org/Pages/default.aspx
https://www.isaca.org/Pages/default.aspx
http://www.microsoft.com/presspass/emea/presscentre/pressreleases/MSSMBCloudAdoption.mspx
http://bit.ly/ijJy70
http://www.forrester.com/rb/Research/sizing_cloud/q/id/58161/t/2
http://wintergreenresearch.com/reports/cloud_middleware.html
http://www.formtek.com/blog/?p=3342
http://ec.europa.eu/europe2020/pdf/digital-agenda-communication-en.pdf
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- The “Cloud Computing Study” from the Directorate General for Internal Policies – Policy 

department A: economic and scientific policy15 provides an overview on cloud computing 

and how it relates to EU consumer protection and the EU digital single market goals. It 

demonstrates that cloud computing could induce savings and facilitate innovative online 

services. However, it finds that barriers to take-up of cloud computing are manifold. It 

concludes that in order to seize the benefits of cloud computing, priority actions for EU 

policymakers are addressing legislation-related gaps, improving terms and conditions for 

users, tackling stakeholder security concerns, encouraging the public sector cloud, and 

promoting further research and development in cloud computing. “Unleashing the 

Potential of Cloud Computing in Europe” Communication”16 stresses the importance of 

cloud computing but knows the barriers and proposes measures to remove them. 

- The RAND Corporation made available a policy document titled “The Cloud 

Understanding the Security, Privacy and Trust Challenges”17 where barriers and 

appropriate measures are discussed. 

- The US NIST “US Government Cloud Computing Technology Roadmap”, High-Priority 

Requirements to Further USG Agency Cloud Computing Adoption18 deals with the 

adoption of cloud computing and proposes a “Recommended Priority Action Plan for 

Frameworks to Support Federated Community Clouds”. It is stated that “federated 

Community cloud requirements and scenarios” need to be defined in the 2012-2014 

framework, and “identify how Hybrid Cloud and Cloud Broker elements described in the 

cloud Reference Architecture can be leveraged and harmonized”. 

- The e-IRG Roadmap 201019 , under the “Organisational developments” clearly talks 

about a balance of “in-house” and “outsourced” resources and it is proposed to “address 

the integration of local/global/outsourced resources”, which is about a hybrid model for 

research.  

As bright as the cloud future may look from all the above references some barriers to the 

adoption of cloud services have been outlined, in summary they concern unclear legal 

jurisdiction and data location issues, complex security and data protection regulations, 

uncertain trust in suppliers, and lack of guaranteed data access and portability between cloud 

systems. 

                                                           
15 “Cloud Computing” Study, Directorate General for Internal Policies – Policy department A: economic and 
scientific policy,  Internal Market and Consumer Protection 
http://www.europarl.europa.eu/committees/en/studiesdownload.html?languageDocument=EN&file=73411 
16 “Unleashing the Potential of Cloud Computing in Europe”, Communication from the Commission to the 
European Parliament, the Council, the European Economic and Social Committee and the Committee of the 
Regions, COM(2012)529, 27.9.2012 
http://ec.europa.eu/information_society/activities/cloudcomputing/docs/com/com_cloud.pdf 
17 The Cloud, Understanding the Security, Privacy and Trust Challenges, by Neil Robinson et al,  
http://www.rand.org/pubs/technical_reports/TR933.html  
18 National Institute of Standards and Technology (NIST), U.S. Department of Commerce, Special Publication 
500-293, US Government Cloud Computing Technology Roadmap, Release 1.0 (Draft), Volume I High-Priority 
Requirements to Further USG Agency Cloud Computing Adoption 
http://www.nist.gov/itl/cloud/upload/SP_500_293_volumeI-2.pdf  
19 e-Infrastructure Reflection Group, Roadmap 2010  
http://www.e-irg.eu/images/stories/eirg_roadmap_2010_layout_final.pdf  

http://www.europarl.europa.eu/committees/en/studiesdownload.html?languageDocument=EN&file=73411
http://ec.europa.eu/information_society/activities/cloudcomputing/docs/com/com_cloud.pdf
http://www.rand.org/pubs/technical_reports/TR933.html
http://www.nist.gov/itl/cloud/upload/SP_500_293_volumeI-2.pdf
http://www.e-irg.eu/images/stories/eirg_roadmap_2010_layout_final.pdf


13 

 

Also several presentations made during the Cloudscape IV event organised by the SIENA 

initiative mentioned that cloud computing is far from being massively taken up by the 

commercial enterprises and that stronger relations between industry and the research 

community are needed20. The most mentioned barrier to adopting cloud computing is 

security.  

Summarizing, we can state that: 

1. Considerable investments and marketing from the private sector are foreseen for the 

next decade in order to deliver cloud services as well as consuming them 

2. Governments are interested in using and investing in private clouds for their own 

public institutions 

3. The good quality infrastructure provided by the public clouds is reachable by the 

SMEs and this fact has a high potential to be an engine for the pop-up of highly 

innovative services and products in a short timeframe. 

4. Several barriers have a negative impact on the adoption of cloud computing and 

measures are needed to remove those barriers 

5. Cloud brings in significant innovation potential for SMEs, business but also scientists, 

lowering the entry barrier in accessing computing resources; and innovation in clouds 

is evolving rapidly. 

  

                                                           
20 Cloudscape IV, 23-24 February 2012, Brussels - Post event report 
http://www.sienainitiative.eu/Repository/FileScaricati/2e3af682-c6f8-4520-a2b4-00f9625d2697.pdf 

http://www.sienainitiative.eu/Repository/FileScaricati/2e3af682-c6f8-4520-a2b4-00f9625d2697.pdf
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4 Public cloud computing benefits for providers and users  
One of the basic assumptions that lie at the foundation of public clouds is to make more 

efficient use of the available hardware and be charged only for the amount of resources used. 

The cloud business model is exploiting the fact that typically only a low percentage of the 

machine’s power is utilised. Thanks to that it is possible to share the hardware between 

multiple users without noticeable drop of usage experience, in this case performance of the 

application.  

Public cloud vendors as a result may optimize the usage of their hardware which results in 

the following benefits: 

 Ability of virtually selling slices of the same hardware for many customers at the 

same time, increasing the income and reducing the cost of acquisition and 

maintenance, and even host the services for multiple clients on the same hardware 

(multi-tenancy). This “overbooking” paradigm is employed very often as a foundation 

of services available for mass customer e.g. in case of telephony, power supply, 

public transport etc. 

 Ability of reducing the price of the services as many customers are charged for using 

the same hardware and thus increasing the accessibility of the service resulting in 

more customers. 

For the customers/users of public clouds the most important benefits are:  

 Reduction of the capital costs as it is not required to invest in expensive hardware that 

most probably will not be used at full capacity; 

 Low usage costs as the customers are usually paying only fraction of the price they 

would pay if the applications would run on the machines they own (but see the 

remarks below) 

 Flexibility of the service and the possibility of a dynamical increase of the available 

computing power/storage/... on demand (elasticity) 

 Reduction of the costs for IT staff and infrastructure as the maintenance is done by the 

provider 

 Simplicity of accessing  the resources and scaling them up and down; 

The cloud services are usually aimed at mass market; so in order to make the service 

attractive, the access is usually simple and automated.  

Note that the above statements are true until a certain amount of resources is required. The 

exact threshold when the investment in own hardware and staff is more cost efficient than the 

usage of public clouds depends on the application and its utilization and has to be defined 

separately for each case. 

Note also that the main characteristic that distinguishes cloud computing from other 

distributed computing paradigms and express in short term the above described benefits is the 

elasticity in terms of resource usage. 
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The computing activities done by researchers are characterized by somewhat different needs 

than the commercial ones. The usage profile and the requirements for the hardware depend 

strongly on the given application but there are some general trends than can be observed. 

While in the commercial sector web applications are mainly designed with an unpredictable 

number of users and life cycles, the research applications are usually expected to run for a 

shorter period of time and to require a more predictable number of resources.  

In what follows we resume the main benefits from different perspectives: 

 Users’ main business benefits: increase capacity or add capabilities to the current 

infrastructure dynamically  

1. without investing money in the purchase of new infrastructure (capital 

expenditures) 

2. without investing time to install, maintain and fully understand the systems 

3. by only paying for the service 

 

Users’ main technical benefits: 

 Another company hosts the applications (or suite of applications) so the user actually 

performs less technical work 

 

 Lower barriers to enter the marketplace 

 service offerings are most often made available to specific consumers and 

small businesses that see the benefit of use because their capital expenditure is 

minimized   

 users are not tied to a specific hardware (they need only the ability to access 

the Internet) and Internet allows for location independence 

 Reliability 

 service providers utilise multiple redundant sites  

 attractive to enterprises for business continuity and disaster recovery reasons 

 Scalability 

 can vary dynamically based on changing user demands 

 

Providers’ main business benefits: 

 Reduced implementation and maintenance costs 

 Increased mobility for a global workforce 

 Flexible and scalable infrastructures 

 Quick time to market 

 IT department transformation (focus on innovation vs. maintenance and 

implementation) 

 “Greening” of the data centre 

 Increased availability of high-performance applications to small/medium-sized 

businesses 

 Strong protection of the IPRs 

 Continuous stream of income 

 

Providers’ main technical benefits: 
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 Multi-tenancy enables sharing of resources and costs among a large pool of users  

 Centralization of infrastructure and lower costs 

 Multiple tenants can be on the equipment at the same time 

 Increased peak-load capacity 

 Efficiency improvements for systems that are often underutilized 

 Dynamic allocation of CPU, storage, and network bandwidth 

 Consistent performance that is monitored by the provider of the service 

 

 Security 

 As a result of data centralisation, there is an increased focus on protecting 

customer resources maintained by the service provider 

 

 Maintenance 

 in case of one product to maintain, costs are relatively low compared to the costs 

incurred with a conventional hosting model 
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5 Cloud vs. other computing paradigms 
Cloud computing is the delivery of computing as a service rather than a product, whereby 

shared resources, software, and information are provided to computers and other devices as a 

utility over a network. Computing as a service is a natural evolution of distributed computing 

concepts. Therefore the concept has several commonalities with other computing paradigms. 

These are discussed in what follows. Annex 1 provides more technical details related to the 

comparison between different computing paradigms. 

5.1 Cloud versus Cluster 
 

A computer cluster is a group of linked computers, working together closely thus in many 

respects forming a single computer. The components of a cluster are commonly, but not 

always connected to each other through fast local area networks.  

Clouds offer an amorphous distributed environment of computing resources and services to a 

dynamic distributed user base. Like clusters, cloud computing exploits economies of scale to 

deliver advanced capabilities. Unlike clusters, cloud resources are non-specific and provide 

basic capabilities that neither can guarantee identical properties between repeated use, nor 

high availability of specialized system types. Clouds favour generic services and users and, 

where appropriate, benefit both.21 

5.2 Cloud versus HPC 
 

High Performance Computing (HPC) uses high-end computers and computer clusters to solve 

advanced computation problems. Certainly in the supercomputer environment, applications 

programming is fine-tuned to the specific hardware on which the code will be executed. In 

the HPC world the applications often have to know explicitly how the hardware is configured 

and even influence the configuration of some parts e.g. network topology.  

Cloud computing can satisfy a wide variety of requirements from low-end to medium and 

possibly high-end ones in several application areas. A cloud aims at hiding the hardware 

reality from applications, even at the cost of performance loss. From the HPC point of view, 

cloud computing looks attractive as today a cloud computing system that can process at 

Teraflops scale can be deployed. The Amazon cloud cluster was ranked recently 72nd in the 

Top 500 list with ability to process at speeds of 354 teraflops with 17024 processing cores22. 

However some experiments show that the performance and the reliability of the tested cloud 

are low for complex scientific problems23. 

As one can observe looking at the Top 500 list, the only machines able to reach up to 90% of 

theoretical peak performance are those specifically designed for HPC. Commodity-based 

systems are usually running at about 50% of the theoretical peak performance. As a result, 

even if the application will scale on the cloud infrastructure, it may happen that we will need 

two times more servers to reach the same performance and this severally hits the economic 

benefits of using the cloud alternative.  

                                                           
21 Thomas Sterling and Dylan Stark, A High-Performance Computing Forecast: Partly Cloudy, Computing in 

Science & Engineering July/August 2009 
22 Top500 list, June 2012 http://www.top500.org/list/2012/06/100  
23 Simon Ostermann, Alexandru Iosup, Nezih Yigitbasi, Radu Prodan, Thomas Fahringer and Dick Epema, A Performance 

Analysis of EC2 Cloud Computing Services for Scientific Computing. In Proceedings of Cloudcomp 2009 (CloudComp), 

October 19-21, 2009, Munich, Germany. ISBN 978-963-9799-77-6 

http://www.top500.org/list/2012/06/100


18 

 

Hence for the moment it is assumed that cloud computing is not yet a solution for all 

scientific communities, though it still appeals to the scientists with less complex computing 

requirements that can adequately be satisfied. 

Problems with current cloud reliability and efficiency had led to the proposal of High 

Performance Cloud Computing -HPC2- (such as Penguin Computing24 services) which refer 

to a body of work focused on providing a scalable application runtime environment based on 

core notions from cloud computing (specifically, extreme hardware fault tolerance through 

software) applied for use on high performance machine architectures (high cross-section 

bandwidth). The core notions driving HPC2 are oriented around building an application 

runtime system that can scale to arbitrary size and that is not specific to any hardware system 

design or configuration. 

5.3 Cloud versus Grid 
 

Ian Foster has given one decade ago a three point checklist to help define what a Grid is, and 

what is not: 1) coordinates resources that are not subject to centralized control, 2) uses 

standard, open, general-purpose protocols and interfaces, and 3) delivers non-trivial qualities 

of service. According to the same author25, although point 3 holds true for cloud computing, 

neither point 1 nor point 2 are always valid for clouds.  

 

Common characteristics: 

 Utility computing 

 Aggregation of heterogeneous resources 

 Access transparency for the end user 

 Re-configurability 

 Service negotiation based on Service Level Agreements 

 Capacity provisioned on demand 

 Continuous availability 

 Single sign on 

However, differences can also be found between grids and clouds. These can be summarised 

as follows: 

Differentiations: 

 Business model: (Public) clouds are based on a pay-per-use model, while grids are 

more community-oriented and try to pool and share resources for a joint purpose 

(through collaborations, projects, etc.) 

 Security: clouds are mostly centralised while grids are an integration of 

heterogeneous resources belonging to multiple administrative domains. Thus 

security approaches are totally different; in the cloud authentication is mostly kept 

simpler but less safe (usually user/password over SSL) and in the grid it is more 

complex but safer (X.509-based). Trust and privacy are an issue with public clouds, 

which is not the case with collaboration-based Virtual Organisations in a grid 

environment.  

                                                           
24 Penguin Computing, http://www.penguincomputing.com/services/hpc-cloud 
25 Ian Foster, Yong Zhao, Ioan Raicu, Shiyong Lu, Cloud Computing and Grid Computing 360-Degree Compared, IEEE 

http://www.penguincomputing.com/services/hpc-cloud
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 Programming models: There are many programming models in both grids and 

especially clouds. In clouds Web-Services APIs are used in many cases, while grids 

have a series of APIs and toolkits. Interoperability is of course an issue for both 

environments, i.e. between clouds, between grid platforms and among grids and 

clouds.  

 Applications: Generally grids and clouds are applicable to a similar set of 

applications, i.e. the HTC ones (with loosely-coupled tasks), however a subset of 

low-end HPC ones can usually also be accommodated in both. Grids are currently 

used by more complex applications with high volumes of data, while clouds are 

currently used by less complex ones, sometimes referred to as “the long tail of e-

Science”. This may be due to the clouds infancy in the research/scientific 

community and the high cost to run data intensive applications in public clouds.  

From the above analysis, it is difficult to say when to use grids and when to use clouds. 

Currently clouds are more often used for smaller and simpler tasks that are loosely-coupled, 

are more interactive, and have modest requirements in terms of data, thus belonging to the so-

called long tail of science (the larger share in the probability distribution with simpler, 

smaller requirements, opposed to the small share in the probability distribution with complex, 

demanding requirements). However, this may gradually change in the future, provided that 

there are developers that will work to adapt these demanding applications to the new 

environments. The Helix Nebula initiative26 will be doing so for bioinformatics, high-energy 

physics and space applications, where the corresponding European research centres/agencies 

are involved (such as CERN27, EMBL28 and ESA29). 

5.4 Cloud versus Volunteer Computing 
 

Volunteer Computing (VC) platforms are cost-efficient and can become powerful platforms 

that use volunteered resources over the Internet.  Although a cloud computing platform and a 

volunteer computing platform may have some similarities they differ in many aspects. The 

hardware and software stacks are completely different as a cloud computing environment it 

mostly built on rather high performance machines and a volunteering computing platform 

consists mainly of desktops. From the perspective of the user, there are two main differences, 

namely configurability and quality-of-service30. The main drawbacks of volunteer computing 

are: 

 Platform construction: One must wait and gather enough volunteers in the project 

 Application deployment: As VC systems have a client-server pull architecture, an 

application will be deployed only as fast as the rate of client requests; in other words 

the “utility” factor of cloud computing does not exist 

 Need to take into account resources’ volatility and task redundancy 

 The unavailability or slowness of volunteer resources near the end of the 

computation can stretch task completion times. 

                                                           
26 The Helix Nebula initiative: http://www.helix-nebula.eu 
27 European Organisation for Nuclear Research, http://www.cern.ch 
28 European Molecular Biology Laboratory, www.embl.eu  
29 European Space Agency, www.esa.int 
30 Cost-Benefit Analysis of Cloud Computing versus Desktop Grids. Derrick Kondo, Bahman Javadi, Paul Malecot, Franck 

Cappello and David Anderson. 18th International Heterogeneity in Computing Workshop, May, 2009, Rome. 

http://www.helix-nebula.eu/
http://www.embl.eu/
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A table with a detailed comparison of the above computing environments is given in Annex 

1.  
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6 Data on cloud 
Cloud computing is the model of offering the resources as services on various levels of 

abstraction (IaaS, PaaS and SaaS). Data is one of the basic ‘goods’ made available to cloud 

users. 

Running applications and computations in clouds requires access to data, storing, sharing, 

exchanging and processing of data and possibly data conversion, encryption and access 

control. Therefore, appropriate data management technologies, solutions and architectures are 

included into the cloud computing stacks that support the virtual infrastructures, platforms, 

services and systems. 

At the same time the cloud storage paradigm is suitable for providing reliable, physically 

distributed, redundant, safe, automated and cost-effective data storage and management 

services, which can be used directly by end-users (mainly in SaaS model) or infrastructure 

(IaaS) or service and application builders (IaaS, SaaS). Most known SaaS cloud storage 

services for end-users include data backup and archive (e.g. CrashPlan, Mozy) as well as data 

synchronization and sharing (Dropbox, Wuala, etc.). Typical cloud storage services for 

applications and infrastructure include elastic block, file or object storage and access through 

appropriate APIs (e.g. Amazon S331, RADOS32, OpenStack Swift33 and similar), and 

provision of disk slices to virtual machines and VMs images storage and access (e.g. 

OpenStack Glance34).  

Data privacy, confidentiality, availability and control-related concerns are important 

blocking factors for the large-scale adoption of public and community clouds for business-

critical but also scientific applications and services, especially if they store, process and 

analyse sensitive information (such as medical records). While some solutions exist that 

make unauthorized access (or modification or deletion) of the data impossible or difficult, 

establishing the trust relationship among the cloud provider and the cloud user is still the only 

way to address the data privacy concerns.  

The following subsections address in more details the issues related to cloud data storage 

models, technologies, services and security issues. 

6.1.1 Definitions on Data and Cloud 

In addition to typical resource-as-service delivery models known in computing clouds (IaaS, 

PaaS and SaaS), the DaaS (Data as a Service) model is recognized,  depicting the way of 

storing and handling the data objects in clouds. DaaS services allow to store and handle data 

as a resource in the cloud as well as perform some typical operations on them such as query, 

update and (metadata- or content-based) search. When using DaaS services, the user or 

                                                           
31 Amazon Simple Storage Service. http://aws.amazon.com/s3/ 
32 RADOS. http://ceph.newdream.net/papers/weil-rados-pdsw07.pdf 
33 OpenStack Swift. http://swift.openstack.org/overview_architecture.html 
34 OpenStack Glance. http://glance.openstack.org/ 
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application may store, access and alter the data as they were put into the networked database 

or into the networked virtual filesystem. 

Example SNIA’s CDMI standard35 recognizes four typical DaaS levels including block-, 

filesystem- and object-level data storage as well as database-like storage and processing. The 

standard “defines the functional interface that applications will use to create, retrieve, update 

and delete data elements [objects] from the cloud” as well as it defines ways to perform the 

discovery of the capabilities of the cloud storage offering, managing the data containers and 

the data that is placed in them, setting up metadata, and performing accounting, monitoring, 

billing and access control. 

The table below describes the main features of known, basic cloud computing models (IaaS, 

PaaS and SaaS) in the context of data storage, handling, access, processing and management, 

and then positions the DaaS offering against them. 

Resources 

Offering 

Model  

Features Data Management in each Cloud model: 

IaaS  

(Infrastructure 

as a Service) 

Infrastructure 

for user 

applications 

and 

computations 

Cloud storage for virtual infrastructure: virtual volumes and 

VM images 

HA, reliability and performance (e.g. DRBD, snapshots, 

replication etc.) implemented at the back-end; standard 

access interface (e.g. iSCSI) 

Examples: 

Virtual data storage volumes (LUNs) for infrastructure 

(mainly VMs) 

VMs images repositories for access, sharing, exchange, 

translation VM images 

Shared storage back-ends for VMs (e.g. iSCSI-based etc.) 

PaaS  

(Platform as a 

Service) 

Platform for 

building and 

running user 

applications in 

the clouds 

Cloud storage services for cloud platform 

Useful for building applications and systems running inside 

the cloud 

Examples: 

File-level storage for applications (Amazon S3, OpenStack 

Swift, RADOS) 

Object-level storage and handling for applications 

                                                           
35 SNIA’s CDMI v1.0 - Cloud Data Management Interface. http://www.snia.org/cloud 
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SaaS  

(Software as a 

Service) 

Application 

running in the 

cloud 

Data storage, backup, archive and handling services typically 

available as public (cloud) services for the end-users;  

Users don’t care about the data layout, location, format, 

service point addressing etc. as they access the servers by a 

specialized client installed on their workstations/servers 

Examples: 

Backup/archive – CrashPlan, Carbonite, Mozy, SpiderOak, 

Wuala etc.  

Data sync, drop, store – e.g. Dropbox, FolderShare, Live 

Sync 

DaaS 

(Data as a 

Service) 

Data object as 

the resource in 

the cloud 

Data storage and handling for applications, infrastructure 

and end-users: 

Some actions/operations possible to perform on the data 

entities 

Examples: 

Object-level data storage, access and handling (Amazon S3, 

OpenStack Swift, RADOS) 

Database in the cloud - operations made on the data where 

the data resides, no local storage of the data (except 

caching etc.) 

Table 1 Data in the cloud – resource offering models 

6.1.2 Data Cloud characteristics 

Overall features of the data cloud are common with general cloud models, including on-

demand availability of the pooled, rapidly elastic data storage and handling resources, 

services’ accessibility through the network over the abstract, general interfaces and 

measurability of the service/resources usage. The specific meaning of the cloud resource 

characteristics in the context of data storage, handling and management in clouds are 

discussed in the table below. 

 

Feature Explanation Storage cloud resources  

On-

demand  

self-

service 

Storage resources 

provisioned on the 

consumer’s demand 

without the need for 

human intervention 

on the provider side 

Data storage resources: 

Storage capacity on demand (GB/TB/PB) 

Transmission throughput (MB/s, GB/s) 

I/O capabilities (expressed in IOPS) 
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Example services – capacity on demand: 

Amazon S3 – capacity on demand  as data bucket created 

OpenStack Swift – capacity on demand by creating 

container 

Broad 

network 

access 

Capabilities are 

available over 

network and through 

standard mechanisms  

Standard, web-based and/or HTTP-carried protocols: 

WebDAV, HTTP,  S3 API, xyzSQL 

Standard data access protocols over IP 

sFTP, CIFS, NFS 

Resource 

pooling 

Resources pooled and  

(re-)assigned to 

service multiple 

consumers in multi-

tenant model; client 

unaware of physical 

data/resource 

location; 

Storage capacity/performance assigned/release on 

demand: 

Amazon S3: Capacity on demand: create/delete bucket  

OpenStack Swift: add/delete container 

Abstract data access interface: 

Public: S3: add/view/move bucket (US<->EU<->Asia…) 

Store/retrieve data through WebDAV, SFTP etc. 

No need to take care of underlying storage systems, data 

formats, organization etc. 

Rapid 

elasticity 

Capabilities can be 

rapidly and elastically 

provisioned/ 

released, to quickly 

scale out/ in;  Appear 

as unlimited to 

consumer; can be 

ordered in any 

quantity; 

Storage space or I/O assigned „dynamically”  & 

“transparently”, virtually unlimited (to the user) 

Amazon S3: by performing add/delete bucket operation 

user allocates the resources which seem to be unlimited; 

allocation  is fine-grained; 

Storage space can be assigned in quantities smaller than 

physical devices (e.g. disk drive, disk array) 

OpenStack Swift: add/delete container creates/deletes 

storage space, the allocation unit is small; 

Measured 

Service 

Automated 

monitoring, control, 

accounting of 

Accounting and billing per capacity, IOPS, etc. 

Amazon S3: http://aws.amazon.com/s3/#pricing 
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resource usage 

(transparency for 

provider & consumer 

of utilized service) 

Other solutions allow detailed accounting of resources 

usage 

 

Table 2 Cloud features interpretations in data clouds 

6.1.3 Data Storage, Access and Processing in Clouds 

Cloud computing applications, services and infrastructures require accessing, storing, 

sharing, exchanging and processing data. Data management technologies, solutions and 

architectures are included into the cloud computing stacks that support the virtual 

infrastructures, platforms, services and systems. As the variety of cloud architectures is huge 

and the situation is very dynamic, only the basic, common data-related functionalities are 

discussed below. 

Typical data-related services for IaaS clouds include disk volumes provisioning to the virtual 

machines and virtual machine images repositories. Virtual disk slices are made available to 

virtual machines typically used for two purposes: (1) booting the virtual machines from the 

‘root’ disk volumes and storing the OS configuration and temporary data as well as users’ 

data on these volumes; (2) storing the VM’s user or application data . Virtual disk volumes 

are made available to VMs through the physical server by the means of the hypervisor. Cloud 

and virtualization middleware provide additional support for this process such as disk 

volumes registry, management of provisioning, snapshotting, versioning, replication, live or 

off-line migration of disk volumes belonging to virtual machines moved among physical 

servers etc. These functionalities can be implemented in various ways, including the disk 

devices virtualization built into hypervisors and the mechanisms implemented in external 

devices and systems such as disk arrays, storage virtualization appliances and software and 

storage networks. They can also be implemented by specialised data storage technologies for 

clusters such as RADOS) or DRBD36. For PaaS and SaaS clouds another type of cloud data 

storage and management functionality is necessary which includes files and data objects 

storage as well as the so-called database in the cloud. These mechanisms allow the 

applications and services to store, access, replicate and distribute the application’s, service’s 

and user’s data across the cloud. 

6.1.4 Data Clouds 

Cloud architectures are especially suitable for building reliable, physically distributed, 

redundant, safe, automated, scalable and cost-effective data storage and management 

services. 

The data storage services can benefit from high redundancy of processing, networking and 

storage components in clouds, possible due to relatively low costs of the commodity 

hardware and the ‘intelligence’ built into the cloud software. For instance, data availability, 

safety and high access performance can be achieved by storing the data in multiple replicas 

                                                           
36 DRBD. http://www.drbd.org/ 
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saved in the numerous geographically distributed sites, located in safe distances, ensuring e.g. 

the resistance to local or even wide-area disasters or power outages as well as proximity of 

the data to users (which also can be dispersed). Data safety, security and confidentiality can 

be, in turn, achieved by usage of data redundancy and encoding techniques such as erasure 

coding37 and RAIN38.  

For instance OpenStack Swift allows building data storage clouds which reliably, safely and 

efficiently store and serve the data. Swift implements data objects replication as well as high 

redundancy of system components (see concept of rings) which provide the data resiliency. 

Data access performance and storage capacity scalability is provided by the concept of 

system partitions, which enable to expand processing and storage resources in the Swift 

cloud. Similar features and functionalities are provided by Rackspace Cloud Files39, Amazon 

S3 and other data public data storage clouds (DaaS). 

Numerous cloud data storage and management services are offered as in the public SaaS 

model by companies around the World. Well known implementations include data backup 

and archive solutions such as CrashPlan, Mozy, Windows Live SkyDrive as well as data 

synchronization and sharing services e.g. Dropbox and Wuala. Typical cloud storage services 

for building applications and services include also elastic block, file or object storage and 

access through appropriate APIs, from which the Amazon S3 API is most recognized and 

constitutes a de-facto standard in the industry.  

It is important to note, that some storage hardware, storage network equipment as well as 

servers and storage virtualization solutions manufacturers claim to provide ‘clouds’ or at least 

‘cloudy’ products. While these systems share some characteristics with clouds, such as 

support for on-demand capacity and/or performance provisioning in response to users 

requests, storage resources pooling and multi-tenancy etc., usage of these systems is typically 

limited to building private data clouds with a certain level of performance, capacity and 

features scalability. 

6.1.5 Standards 

Standardisation efforts related to data access and management in clouds are led among others 

by SNIA (Storage Networking Industry Association), which developed the CDMI standard 

(that as discussed defines IaaS concepts including block-, file system- and object-level data 

storage as well as database-like storage and processing). This standard holds a specific 

position in the standardisation horizon as it is prepared by the industry association. Its 

purpose is to design, implement and run cloud infrastructures and services based on common 

components and ease the cloud computing systems migration and movements among 

different IaaS clouds. Importantly, the standard is already implemented in disk arrays, storage 

virtualization appliances and software as well as in cloud storage services. Other 

                                                           
37 See e.g.: Erasure Coding Revolutionizes Cloud Storage.  
http://wikibon.org/wiki/v/Erasure_Coding_Revolutionizes_Cloud_Storage 
38 http://en.wikipedia.org/wiki/Reliable_array_of_independent_nodes 
39 Rackspace Cloud Files. http://www.rackspace.com/cloud/cloud_hosting_products/files/ 
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standardization efforts worth mentioning include those undertaken by OGF40 and DMTF41. 

Amazon S3 API became a de-facto standard for the object-level data storage in clouds. It is 

widely adopted in public and private computing and data clouds as well in popular data 

management, backup, archive, exchange and synchronization software for massive users that 

provides possibility to store people’s data on S3-enabled network storage. Followers of the 

standard include also the open source cloud stack builders, which make their solutions both 

accessible by the S3 protocol and able to speak to S3-compatible storage at the back-end. 

6.1.6 Data Safety, Security and Access Control in the Cloud 

Important open issues are the data safety, confidentiality and access control in the clouds. 

Concerns related to these problems block the wide adoption of the cloud systems and services 

in areas where the data privacy is critical. ENISA provides an in-depth SWOT-methodology 

base analysis of issues related to putting data into private, public, community and hybrid 

clouds42. One of the interesting observations of ENISA is that, on one hand, the obvious 

security-related questions and risks arise while the data leave the owning organisation’s 

premises and its computing systems, but on the other hand, infrastructure and service 

providers may employ even better procedures and policies related to data security than 

practices used by data owners. Another ENISA report43 defines top data security risks related 

to using clouds for data processing and storage, including the following: 

− loss of governance (control over the data),  

− lock-in (preventing easy migration among providers),  

− risk of isolation failure (allowing break-ins through the virtualisation platform etc.), 

− management interface compromise (allowing to take over the control on cloud 

services),  

− risks on data protection (lack of, inefficient or not auditable practices on the provider 

side),  

− insecure or incomplete data deletion (e.g. due to unavailability of part of data replicas 

while deletion is made),  

− effects of potential malicious insider activity 

Technically, part of these risks can be mitigated by usage of data encryption. However, while 

data encryption at rest or in transit (e.g. over the network for data access or replication 

purposes) is doable, processing the encrypted data is very difficult or even impossible. For 

                                                           
40 Open Cloud Computing Interface (OCCI) - Working Group . http://forge.ogf.org/sf/projects/occi-wg 
41 Distributed Management Task Force. http://dmtf.org/standards/cloud  
42 Security & Resilience in Governmental Clouds. Making an informed decision. 
http://www.enisa.europa.eu/act/rm/emerging-and-future-risk/deliverables/security-and-resilience-in-
governmental-clouds  
43 Benefits, risks and recommendations for information security. 
http://www.enisa.europa.eu/act/rm/files/deliverables/cloud-computing-risk-assessment  

http://dmtf.org/standards/cloud
http://www.enisa.europa.eu/act/rm/emerging-and-future-risk/deliverables/security-and-resilience-in-governmental-clouds
http://www.enisa.europa.eu/act/rm/emerging-and-future-risk/deliverables/security-and-resilience-in-governmental-clouds
http://www.enisa.europa.eu/act/rm/files/deliverables/cloud-computing-risk-assessment
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instance, data belonging to particular virtual machines, applications and systems running on 

them can be encrypted and remain safe while the machine is offline or the application is 

inactive, but they have to be decrypted and put into RAM and/or CPU registers of the 

physical host for processing. This creates interesting security problems: even if breaking from 

on VM to another is typically very difficult (or impossible), the cloud user has to trust the 

cloud provider anyway, as the latter controls the equipment and can potentially get access to 

the data while computations are done. 

Possible solutions for these issues is the data classification on the data owner side – business-

critical data remain under the control of the cloud customer, while other data are processed or 

stored in clouds. However, such approach is not scalable and doesn’t solve the problem of 

large scale data analysis, e.g. patient medical records comparison with large medical cases 

databases. In such applications data anonymisation is a reasonable option, however, cost and 

the complexity of the invertible anonymisation (e.g. k-anonymisation or 

pseudanonymisation) can be significant, putting into question the real benefits of performing 

the data analysis in the cloud. 

Another still unsolved problem in IaaS, PaaS and SaaS clouds is the fine-grain, in-depth data 

access control and provision of data operations accountability and non-repudiation. The 

problem is caused by the dispersed and multi-level nature of the access control. In IaaS 

clouds, typically, data storage volumes are assigned to physical hosts and then to virtual 

machines on a per-volume basis. In the operating system in turn, data access is typically 

controlled by the file system means (i.e. access rights, ACLs etc.). In PaaS and SaaS clouds 

application- or service-level access control can be implemented, e.g. in a RBAC (Role-Based 

Access Control) model. However, mapping these high-level identity rights and privileges of 

cloud users down to the logical, VMs or physical host’s level is not trivial. This makes the 

fine-grain access control and pro-active, in-depth data security assurance complicated. It also 

makes difficult to provide the fine-grained and fair accounting related to the cloud resources 

usage. 
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7 Cloud challenges  

7.1 Scientific and technological challenges 

Like any new technology, cloud computing has also created new potential areas of growth, 

attractive opportunities and subsequent challenges and risks. To avoid cloud computing 

challenges from paralyzing its broader adoption, the opportunity here is to employ, endorse 

and improve open standards, so as to catalyse adoption and reaffirm true potentialities of 

cloud computing.  

As the culture of science is continuing to change towards “openness”, there is an increasing 

need to move forward together, creating a sustainable infrastructure where scientists, 

wherever they may be, can come together and collaborate to share facts, improve solutions 

and enable innovation without being  caught by the challenges that work against the very 

essence of what science stands for.  

The possibility to process, store and share large amounts of often sensitive data through a 

cloud computing environment is appealing to many, whereas the issues that run alongside the 

benefits are not so easy to bypass or perhaps this new service provisioning model is not fully 

understood. Below a list of cloud-related challenges is given:  

----------------------- 

The main scientific and technological challenges for Cloud are the following44:   

(1) data and application interoperability and portability: vendor-lock-in 

(2) security-related;  

(3) access and management;   

(4) metering and monitoring. 

 

The above challenges are analysed further below.  

7.1.1 Interoperability and portability 

 

As general term, interoperability is a property referring to the ability of diverse systems and 

organisations to work together (inter-operate).  The simplest way to describe the cloud 

interoperability is by its most used mottos like "avoid vendor lock-in", "develop your 

application once, deploy anywhere", "enable hybrid clouds", or even "one API to rule them 

all".  

 

More concrete it refers to the ability to:  

(a) abstract the programmatic differences from one cloud to another and translate between 

these abstractions (programming level);  

(b) flexibly run applications locally or in the cloud, or in a combination and easy move of 

services, processes, workloads, and data between clouds (run-time level);  

(c) use the same management tools or software in multiple clouds, communicate between 

providers to port application and data between them, and federate multiple clouds to support 

a single application (collaboration). 

                                                           
44 Open Cloud Manifesto, Spring 2009, www.opencloudmanifesto.org  

http://www.opencloudmanifesto.org/
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The evolution of interoperability issues involves three stages: 

 

Migration: virtual machines (VMs) are moved between clouds, are created locally, are 

imported, and are shared (OVF45 is providing standard packaging); 

Federation: portable VMs are moved between clouds or hypervisors without reconfiguring 

anything, including network settings; 

On-demand: federation "on demand" come in place and interoperability efforts are focusing 

on storage and compute. 

 

While the interoperability is the successful communication between or among systems, 

portability is the ability to use components or systems lying on multiple hardware or software 

environments. The types and solutions for cloud portability are classified as follows46: 

 

 functional portability: ability to define application functionality details in a platform-

agnostic manner. OVF provides a basis for such portability but does not address 

complex configuration or interactions with any supporting systems. 

 data portability: ability for a customer to retrieve application data from one provider 

and import this into an equivalent application hosted by another provider. It depends 

on standardization of data import and export functionality between providers and 

platform-independent data representation. 

 services enhancement: ability to allow infrastructure to be added, reconfigured, or 

removed in real time, either by humans or programmatically based on traffic, outages 

or other factors. 

 

The approaches to interoperability and portability can be classified47 in building and using 

open APIs, protocols or standards, layers of abstractions or semantic repositories, as well as 

domain specific languages. 

 

 Open APIs are for example jClouds, libcloud, Simple Cloud, Dasein Cloud, 

proprietary APIs being for example Microsoft Azure (see also Annex 3). 

 

 Open protocols are for example OCCI or Deltacloud, while proprietary protocols are 

for example Amazon EC2 or VMware vCloud. OCCI for example is a specification 

for remote management of cloud infrastructure, allowing the development of tools for 

common tasks including deployment, autonomic scaling and monitoring; its API is 

based on three main concepts, compute, storage and network.  

 

The open standards are discussed in the next section. 

 

                                                           
45 Open Virtualization Format, http://www.dmtf.org/standards/ovf  
46 Oberle, K., Fisher, M.: ETSI CLOUD initial standardization requirements for cloud services. Procs. GECON 

2010, LNCS 6296, Springer, 105-115 (2010) 
47 Dana Petcu, Portability and Interoperability between Clouds: Challenges and Case Study, ServiceWave 2011, 
LNCS 6994, pp. 62–74, 2011 

http://www.dmtf.org/standards/ovf


31 

 

7.1.2 Security 

Who gets to see your information is fundamentally the right to privacy, and a very sensitive 

topic in e-Science and research, particularly for those fields of study where there are 

economic interests, high competition and funding by private companies, those involving 

sensitive data, or those (as satellite images) that despite their realisation by public funding are 

subject to restrictions for security or other reasons.  

As in the case of Business Clouds, security is seen as the prime concern for some researchers 

and for their organizations. According to the Cloud Security Alliance (CSA), the list below 

contains the security service categories that are of most interest to industry consumers and 

security professionals48:  

 Identity and Access Management 

(IAM) 

 Data Loss Prevention (DLP) 

 Web security   Email security  

 Security assessments  Intrusion management 

 Security Information and Event 

Management (SIEM) 

 Encryption  

 Business continuity and disaster 

recovery  

 Network security 

The VENUS-C project49 analysed their threats and identified research cases where one or 

more of these categories may apply. 

The security objectives of an organization are key factors for decisions about outsourcing 

information technology services and, in particular, for decisions about transitioning data, 

applications, and other resources to a public and hybrid cloud computing environment. Cloud 

providers are generally not aware of a specific organization’s security and privacy needs.  

 

Generally three different aspects of cloud security could be identified: (1) Infrastructure, (2) 

Data and (3) Identity and Access Management (IAM). From the aspect of infrastructure cloud 

security should be achieved at network, host, and application level. The data security is more 

complex because one can identify the security of data manipulation, the security of the 

provider data and the storage security. The latter includes the integrity, the availability and 

confidentiality. The IAM aspect covers the user’s authentication, authorization and the access 

management. 

 

Many groups and organizations are working on cloud security. The most active groups are 

CloudAudit, CSA, CSCC, NIST, OASIS. According to the private cloud security, a detailed 

investigation was published by NIST in the document of Guidelines on Security and Privacy 

in Public Cloud Computing50 on January 2011. This document identifies nine security issues 

groups, i.e. Governance, Compliance, Thrust, Architecture, IAM, Software Isolation, Data 

protection, Availability and Incident Response. Each group contains a wide range of topics 

                                                           
48 “Cloud Security Alliance Contribution to the European Commission Strategy on Cloud Computing”, Jim 
Reavis, Daniele Catteddu, https://cloudsecurityalliance.org/csa-news/csa-contributes-to-eu-commission-on-cloud-
computing/  (November 2011). 
49 Virtual multi-disciplinary environments using cloud infrastructures, FP7 EC co-funded project, www.venus-
c.eu  
50 http://csrc.nist.gov/publications/PubsDrafts.html#SP-800-144  

https://cloudsecurityalliance.org/csa-news/csa-contributes-to-eu-commission-on-cloud-computing/
https://cloudsecurityalliance.org/csa-news/csa-contributes-to-eu-commission-on-cloud-computing/
http://www.venus-c.eu/
http://www.venus-c.eu/
http://csrc.nist.gov/publications/PubsDrafts.html#SP-800-144
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that should be considered by the public cloud providers and users. Instead of describing the 

technical details and challenges of cloud security, we will summarize the currently applied 

security models of the most popular cloud service providers. 

 

Amazon Web Services provides IaaS offerings. In order to enhance security they offer a 

service, called Amazon Virtual Private Cloud. Amazon Virtual Private Cloud (VPC) is a 

distinct, isolated network within the AWS cloud, where users can create public and private 

subnets. The sensitive data of the organization can be placed in the private subnets, which 

cannot be accessed from the Internet. Multi-layered security can be achieved through security 

groups and network access lists. The data transportation between the Amazon VPC and the 

customer’s data centre can be secured by using a Hardware Virtual Private Network (VPN) 

connection, which assures a highly available, secure channel. 

 

Google provides SaaS offerings, called Goggle Apps, and also PaaS offerings, called Google 

App Engine. The main security principle of Google Apps and Google App Engine could be 

called as „defence in depth”, they do not rely exclusively on a single security layer or 

interpreter. For example to avoid accidental data access App Engine starts a different process 

for each application, and the data store does not allow any application to access the data of 

another application. The concrete security model of Google is kept in secret, but they 

definitely keep security on top priority. Since 2008, Google App has successfully undergone 

annual SAS 7051 Type II audits, which assures that Google’s data protection conforms to the 

standards. 
 

Microsoft's Azure Services Platform is a PaaS cloud, a cloud application hosting platform, 

which offers a cloud application development environment, storage of the application, and 

hosting on a web portal. The security model of Windows Azure deploys preventive, detective 

and reactive mechanisms and their combinations. Microsoft's approach to cloud security can 

be described as a defence-in-depth implementation, numerous security mechanisms are 

applied at different layers of the cloud infrastructure. Windows Azure ensures confidentiality 

with identity and access management, isolation and encryption. The network traffic is 

protected by firewalls, application gateways and IDS (Intrusion Detection System). Microsoft 

undergoes annually several audits and has obtained ISO/IEC 27001:2005 certification and 

SAS 70 type I and II attestations. 

 

OpenStack is the one of the fastest developing open source cloud project with a huge and 

growing community. It provides an Infrastructure-as-a-System for building private and public 

clouds. OpenStack contains a collection of open source projects: OpenStack Compute 

(Nova), OpenStack Object Storage (Swift), OpenStack Image Service (Glance), OpenStack 

Identity Service (Keystone) and Quantum virtual network service. The Identity Service is a 

central authentication and user management component, currently provides token-based 

authentication. In the future it is intended to support additional protocols. OpenStack has a 

sub-community security group (OSSG). This group is responsible for defining, maintaining 

and publishing security policies and guidelines. 

 

Salesforce.com provides SaaS based CRM (Customer Relationship Management) solutions 

including Sales, Marketing, Service and Partners applications. Salesforce.com provides 

through Force.com PaaS services. Salesforce.com is a good example why cloud security is 

                                                           
51 http://sas70.com/sas70_overview.html 

http://salesforce.com/
http://salesforce.com/
http://force.com/
http://salesforce.com/
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essential for business customers. In 2007 Salesforce.com has been repeatedly hacked: about 

900.000 customers’ personal information has been stolen52, and hackers targeted these 

customers with e-mail attacks. Salesforce.com has faced thousands of dissatisfied and 

distrusted customers. Salesforce.com has put huge effort to build a secure system and gain 

back the trust of customers53.  

7.1.3 Access and management 

7.1.3.1 AAA on cloud 

Authentication, Authorization and Accounting (AAA) has top priority in cloud 

implementation. Hosting critical business data in the cloud, in a third-party location requires 

severe security control. In order to access the cloud, users should be identified by an 

authentication mechanism. It is typically done by entering a user name or password. In order 

to achieve a higher security, more complex identifying methods have been implemented. For 

example Amazon Web Services provides multi-factor authentication (MFA) service, users 

are prompted not only for login name and password, but also an authentication code is 

required from an MFA device to access the cloud. Amazon provides virtual and physical 

MFA support. Virtual MFA devices can be used for free using a smart phone or a computer 

application. Virtual MFA supports multiple tokens on a single device. The physical MFA 

device is not free, but much more secure than the virtual solution. In this case a tamper-

evident hardware key fob54 device is used, provided by a third-party.  

 

There is also the call from researchers to streamline at least the authentication among the 

different e-infrastructures. The importance of a user-friendly authorisation system that also 

performs adequately this security task is also critical. 

 

The pay-as-you-go model of commercial clouds is based on accounting, measuring the 

resources used by the customer. This usage information is collected from system logs about 

usage.  

7.1.3.2 Management of Services from Multiple Clouds  

According to a NIST document55 related to the cloud computing standards roadmaps, 

multiple clouds can be used in the following ways: (a) serially, with one cloud at a time; 

when there is a migration between clouds, an interface across multiple clouds is used, or a 

certain cloud is selected from a pool of offers; (b) simultaneously, i.e. several clouds at a 

time, when operations are performed across multiple clouds.  

 

The cloud-aware applications have the potential to be distributed across two or more 

providers and administrative domains simultaneously, either in Federated Clouds or in 

Hybrid Clouds. 

 

1. In the case of Federated Clouds, appropriate for the serial usage of multiple Clouds, 

the providers agree how to mutually enforce policy and governance, establishing a 

common trust boundary. The classical usage scenarios are the scale-out ones, when 

                                                           
52 http://www.erpblogger.com/salesforce-hacked.htm    
53 https://trust.salesforce.com/trust/security/  
54 http://www.webopedia.com/TERM/K/key_fob.html 
55 NIST CCSRWG: Cloud Computing Standards Roadmap (2011) 

http://salesforce.com/
http://salesforce.com/
http://salesforce.com/
http://www.erpblogger.com/salesforce-hacked.htm
https://trust.salesforce.com/trust/security/
http://www.webopedia.com/TERM/K/key_fob.html
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e.g. an event occurs unexpectedly or in case of a peak or in a mutual backup and 

recovery from a disaster. 

 

2. In the case of Hybrid Clouds56, applications cross a private-public trust boundary or 

span multiple clouds (simultaneous use of multiple clouds and both administrative 

domains and trust boundaries are crossed). The classical scenarios are related to the 

use of different cloud services at the same time, to deploy on-production applications, 

run tests, or build test environment, to the management of resources in different 

clouds.  

In more details, the multiple clouds can be organized in different ways: 

 

 Based on agreements: 

Horizontal Federation. Two or more cloud providers join together to create a federated 

cloud57: participants who have excess capacity can share their resources -for an 

agreed-upon price- with participants needing additional resources (avoiding over 

provisioning of resources to deal with spikes in capacity demand). The "best" such 

cloud should cope for the workload by balancing parameters like QoS and cost. A 

logical topology is maintained regardless the physical location of the components. 

 

InterCloud. Federation of clouds with common addressing, naming, identity, trust, 

presence, messaging, multicast, time domain and application messaging58. The 

responsibility for communication is on the providers' side. The applications are 

integrating services from multiple clouds and are scaling across multiple clouds. The 

overall goal is to create a computing environment that supports dynamic expansion or 

contraction of capabilities for handling variations in demands. Dynamic workload 

migration is possible. 

 Dynamic (at run-time) 

CrossCloud. The agreement establishment between a cloud needing external resources 

and a cloud offering resources (not necessarily in agreement), passes through three 

main phases59: discovery, looking for available clouds; match-making, selecting the 

ones fitting the requirements; authentication, establishing a trust context with the 

selected clouds. 

Sky Computing. Offers a combined use of multiple clouds. Resources, applications and 

platforms across clouds are used. New services other than those of each individual 

cloud are provided. Transparency of multiple clouds is provided offering a single-

cloudlike image. Sky providers are consumers of cloud providers' services offering 

(virtual data-centre-less) dynamicity.60 
 

                                                           
56 Gartner’s definition:  ”Hybrid cloud computing refers to the combination of external public cloud computing 
services and internal resources (either a private cloud or traditional infrastructure, operations and 
applications) in a coordinated fashion to assemble a particular solution” 
57 Rochwerger,B.,et al.: Reservoir - when one cloud is not enough. Computer 44 (3), 44-51 (2011) 
58 Bernstein, D., Ludvigson, E., Sankar, K., Diamond, S., Morrow, M.: Blueprint for the Intercloud - protocols and 
formats for cloud computing interoperability. Procs. ICIW '09, IEEE Computer Press, 328-336 (2009). 
59 Celesti, A., Tusa, F., Villari, M., Pulia_to, A.: Three-phase cross-cloud federation model: the cloud SSO 
authentication. Procs. AFIN 2010, IEEE CSP, 94-101 (2010) 
60 Keahey, K., Tsugawa, M., Matsunaga, A., Fortes, J.: Sky computing. Internet Computing 13 (5), 43-51 (2009) 
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7.2 Financial, legal and policy challenges 

7.2.1 Financial aspects 

One of the key drivers behind cloud computing adoption is the potential cost savings with 

cloud-based services, especially in terms of up-front capital expenditures. Although all 

“coins” have two sides, the adoption of cloud computing could potentially dramatically lower 

the need for upfront investments in IT and on-going maintenance. 

 

Comparing commercial public clouds with research e-Infrastructures ran by the researchers 

themselves is not trivial for a series of reasons as identified in the following table. First of all, 

there are significant technical differences in the services offered, as commercial clouds offer 

services based on Virtual Machines, while research e-Infrastructures usually do not. So, 

benchmarking is needed to be able to compare the average performance of the different 

systems or both research and commercial services. Then, even if research e-infrastructures 

know the number of cores included in the infrastructure (quantitative analysis), several other 

quality aspects are important such as service reliability and availability (qualitative analysis). 

 

Utilisation is also one of the key factors that determine whether one should lease the 

infrastructure services by public clouds or procure, operate and develop them on his/her own. 

And most importantly it is very challenging to calculate the costs of the research e-

Infrastructures, as these are usually federated systems of systems funded by a variety of 

sources and not all costs are tracked. There are different methodologies to calculate the costs, 

different prices in each country, with different discounts and gathering all such data is close 

to impossible. However, estimates are usually good enough and there are methodologies that 

can provide useful insights. 

 

However, studying several recent publications61, it is indicated that research organisations 

that aggregate demand (at multiple levels e.g. university campus, country or region) and 

ensure good utilisation rates,   can procure and run their own infrastructures as this is cost-

efficient. On the other hand, if you are part of a research group forecasting wild fires 

requiring computation and visualisation resources for only 4-5 months per year or a related 

public service (civil protection or fire service) without the necessary skills to run your own 

infrastructure, cloud computing seems the best solution. In essence, the actual decision relies 

on all such technical, organisational and policy aspects for each particular application case.  

 

In addition, more research on the business side of cloud computing needs to be done to help 

service providers to create innovative cloud business models, so as to grow and develop 

cloud computing creating financially viable operating models, thus creating sustainability. 

Challenges with regards to financial aspects thus require better understanding of the 

uncertainties related to long term Total Cost of Ownership (TCO), being the cost of building 

and operating an infrastructure, and actual cost of utilization of the infrastructure, being the 

resources committed. Another element that needs to be studied is the VAT rules for cross 

border services. Moving data and services may imply a change of service provisioning costs 

that can impact the overall cost exercise. 

 

 

                                                           
61 e-FISCAL: Financial Study for Sustainable Computing e-Infrastructures: State-of-the-art analysis: 
http://www.efiscal.eu/state-of-the-art 

http://www.efiscal.eu/state-of-the-art
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 Research e-Infrastructures 

(HTC or HPC) 

Commercial public clouds 

Different 

infrastructures 

Usually based on cores Usually based on Virtual 

Machines 

Different services – 

benchmarking needed 

For Europe, EGI and PRACE 

are the two main providers of 

such services 

There is a big list of providers, 

each having a big list of 

different services, from low-

end to high-end ones 

Different interfaces Variety of Grid or HPC 

interfaces (Command prompt, 

portal, APIs, etc.) 

Usually web-based, but other 

interfaces available 

Qualitative aspects Quality of service such as 

reliability and availability need 

to be taken into account – SLAs 

are now also available 

SLAs are usually part of the 

service contract agreements, 

however in many cases non-

negotiable 

Utilisation Important for comparing e-

Infrastructures with commercial 

providers – Usually available in 

research infrastructures 

Not known – Virtual Machines 

raise the complexity 

Applicability for 

different 

disciplines/applications 

While a wide variety of applications can run on commercial 

clouds and new high-end services appear in the market (e.g. HPC 

in the cloud), there is a number of applications that is not suitable 

for the average public clouds 

Different computing 

/storage prices – 

different 

methodologies,  

difficult cost 

calculation 

The research e-Infrastructures 

are usually federated systems of 

systems funded by multiple 

sources and not all costs are 

tracked. There are different 

prices in each country and for 

each tender there are different 

discounts. Not all data are 

available and cost calculation is 

challenging. 

Costs are not known - Prices 

may include a profit margin – 

There are multiple pricing 

schemes for both computing 

and storage, and prices also 

change frequently. 

7.2.2 Legal issues 

Most likely cloud deployments will involve more than one country and therefore have to do 

with laws that differ from country to country. The challenge is to understand to the full 

extent, which laws apply to which activities, keeping in mind that activities may “…take 

places across a number of borders, but it may not even be possible to identify in which 

country some of the aspects of the activity take place.”62   

 Keeping in mind that laws are not created specifically with cloud services in 

mind…the law to take into consideration could “…be the legal system of the country where 

the customer is, where the provider is, where the data is stored, and that of the individual to 

whom the data refers.” 63  

                                                           
62 Renzo Marchini, Cloud Computing: A Practical Introduction to the Legal Issues (UK: British Standards 
Institute, 2010), 13. 
63 Ibid. (as 62 above) 
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 Some areas that need to be considered by both providers and consumers are contract 

law, data protection, and liability issues.   

 These aspects affect mainly the cloud provider and are a stimulus to the researchers to 

be aware of potential threats and issues. Cross-border migration of data is the most critical 

case, especially if moving to countries where EU directives don’t apply or apply in a different 

way from the country of origin. 

 

The legal issues raised by cloud usage are strongly related to the on-line software usage 

problems. There are at least four directions to be studied in the near future: 

1. contractual terms for cloud service usage 

2. the legality of ad-hoc hybrid clouds in which public clouds are involved 

3. information protection 

4. the context in which the services offered by Cloud providers are allowed to be used 

Due to the multinational character of the Cloud services, the issue of which country or 

international law is applied when damages are produced by one party of the contract remains 

open. On one hand the beneficiary should be protected from the cases when the provider 

cannot perform the services (by third-party guarantees like those provided in federation of 

Clouds). On the other hand, the provider should be protected in cases of improper usage 

(including the damages of the resources due to the improper use). Moreover, due to the main 

characteristics of elasticity in terms of leased resources, the contract should allow the 

flexibility to establish reasonable and renegotiable boundaries. In particular, since the Cloud 

services can be adjusted to the client needs, the contracts should specify the range of 

flexibility at the beginning of the contract as well as during the execution of the contract. The 

Service Level Agreements (SLAs) are essential in this context and mechanisms for multi-

stage negotiations should be installed in the future, instead the model “take-it-or-go” that is 

currently promoted. These SLAs should include more than they do at this moment (centred 

on resource availability), i.e. location, resource usage policies, information privacy rules, and 

so on.  

While individuals can use in a simple manner the public Cloud services, the institutional 

usage of public Cloud services raises a large number of issues.  A first one is related to the 

mechanisms for the discovery and selection of the offers of different Cloud providers that 

should be compliant with specific competition rules. Second is the problem of sharing the 

institutional data in public environments that are controlled by the providers, together with 

the data flows in the Cloud environment; in this context the legal aspects of the digital data 

ownership are coming in place. Third issue is the organization of a bid for a certain Cloud 

service, either in a pull or push manner (brokerage services are not excluded).  Another issue 

is related to the access rules to the Cloud services offering the unused resources of a certain 

institution.    

The data protection laws should be adapted for the information used in Cloud computing 

contexts, e.g. the borders where the consensus of the data owner is needed in order to process 

the information. This desire is hindered by different legislations in this field in member states 

of Europe and world-wide.  

7.2.3 Policy and other aspects 

A European Cloud Strategy is included in the Digital Agenda for Europe Communication as 

a basic European policy. In view of Horizon 2020 Europe can familiarise with cloud 

technologies and services, including public providers. For research and science a gradual 
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approach of mixing current e-Infrastructures with new cloud technologies and services is 

needed and this will also give insights to better understand and assess the cloud challenges 

and their impact in science. Procurement of commercial services thus has to be studied and 

evaluated in a real environment. Such a gradual approach will also allow the development of 

related European policies and the evaluation of the proposed strategy of a hybrid model. A 

gradual approach will also ensure the sustainability of the whole endeavour, preserving the 

achievements of the current e-Infrastructures but also introducing innovation for the users. 

The latter are crucial in guaranteeing that the new policies can satisfy their needs for the 

upcoming period.   

Training of the administrators, application developers and users is also a crucial aspect for 

cloud computing. Cloud paradigms and programming models required deep technical 

expertise and appropriate training is essential.  
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8 Standards 
According to the Vice-President of the EC responsible for the Digital Agenda, international 

standardisation efforts will also have a huge impact on cloud computing. “Open 

specifications are a key in creating competitive and flourishing markets that deliver what 

customers need. Europe can play a big role here – building on, for example, the SIENA 

initiative and its development of a "standardisation roadmap for clouds and grids for e-

Science and beyond64. 

The EC Strategy for Cloud computing unveiled this summer (2012) emphasizes the 

importance of standards: “Cutting through the jungle of technical standards so that cloud 

users get interoperability, data portability and reversibility; necessary standards should be 

identified by 2013”. 

The hype around cloud has created a flurry of standards and open source activities leading to 

market uncertainty. Many working groups have been established to standardize the cloud 

itself. Many of these are collected on http://cloud-standards.org/wiki/, and we give a brief 

summary here.  

The Cloud Security Alliance was created to promote the use of best practices for providing 

security assurance within Cloud Computing, and provide education on the uses of Cloud 

Computing to help secure all other forms of computing. The Cloud Standards Customer 

Council (CSCC) is an end user advocacy group dedicated to accelerating cloud's successful 

adoption, and drilling down into the standards, security and interoperability issues 

surrounding the transition to the cloud.  

 

The Distributed Management Task Force has specified some open, secure, portable, efficient 

and extensible format for the packaging and distribution of software to be run in virtual 

machines.  

 

The goal of The European Telecommunications Standards Institute (ETSI) TC CLOUD is to 

address issues associated with the convergence between IT and Telecommunications. The 

focus is on scenarios where connectivity goes beyond the local network.  

 

Open Grid Forum (OGF) is a leading standards development organization operating in the 

areas of grid, cloud and related forms of advanced distributed computing. The Open Cloud 

Computing Interface (OCCI) is a general-purpose set of specifications for cloud-based 

interactions with resources in a way that is explicitly vendor-independent, platform-neutral 

and can be extended to solve a broad variety of problems in cloud computing. OCCI provides 

a protocol and API design components, including a fully realized ANTLR grammar, for all 

kinds of cloud management tasks.  

 

The Open Cloud Consortium (OCC) supports the development of standards for cloud 

computing and frameworks for interoperating between clouds; develops benchmarks for 

cloud computing; and supports reference implementations for cloud computing, preferably 

open source reference implementations. The OCC also has a particular focus in large data 

clouds.  

 

                                                           
64 “European Cloud Computing Strategy needs to aim high”, Neelie Kroes, Vice-President of the European 
Commission responsible for Digital Agenda Brussels, 22 March 2011, SPEECH/11/199 

http://cloud-standards.org/wiki/
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Organisation for Advancement of Structured Information Standard (OASIS) drives the 

development, convergence and adoption of open standards for the global information society. 

The source of many of the foundational standards in use today, OASIS sees Cloud 

Computing as a natural extension of SOA and network management models. The OASIS 

technical agenda is set by members, many of whom are deeply committed to building Cloud 

models, profiles, and extensions on existing standards such as security, access, control, 

directory, registry etc.  

 

The Storage Networking Industry Association (SNIA) has created the Cloud Storage 

Technical Work Group for the purpose of developing SNIA Architecture related to system 

implementations of Cloud Storage technology. The Cloud Storage acts as the primary 

technical entity for the SNIA to identify, develop, and coordinate systems standards for 

Cloud Storage.  

 

Open Group Cloud Work Group exists to create a common understanding among buyers and 

suppliers of how enterprises of all sizes and scales of operation can include Cloud Computing 

technology in a safe and secure way in their architectures to realize its significant cost, 

scalability and agility benefits.  

 

The TeleManagement Forum’s Cloud Services Initiative aims to stimulate growth of a vibrant 

and open marketplace for cloud services by bringing together the entire eco-system of 

enterprise customers, cloud service providers and technology suppliers to remove barriers to 

adoption based on industry standards.  

SIENA is the first initiative to bring to the same table standardization bodies to support the 

analysis of open standards-based interoperable grid and cloud computing infrastructures. The 

standards developments organisations that have contributed include OGF, the Institute for 

Electrical and Electronics Engineers Standards Association (IEEE SA), ETSI, the Distributed 

Management Task Force (DMTF), OASIS, SNIA, and International Telecommunication 

Union Telecommunication Standardization Sector (ITU-T), some of which have already been 

analysed above. SIENA has published a roadmap on Distributed Computing Infrastructure for 

e-Science and Beyond in Europe65.  

  

                                                           
65 SIENA Roadmap on Distributed Computing Infrastructure for e-Science and Beyond in Europe 
http://www.sienainitiative.eu/Repository/FileScaricati/f63de70f-7984-4dcd-9268-50eeadefb81a.pdf 

http://www.sienainitiative.eu/Repository/FileScaricati/f63de70f-7984-4dcd-9268-50eeadefb81a.pdf
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9  Cloud computing for science and research: present and future 

9.1 Benefits for research 
Cloud Computing is currently at an early stage of adoption within higher education and 

research computing. The key benefits of using the clouds in research are at least the following 

(after 66): 

1. reduce the time for acquiring the resources compared with the case of purchasing physical 

devices 

2. due to the infrequent use of the on-premise infrastructure, the costs of using a remote 

facility can be lower than maintaining an institutional one 

3. support for short temporary peaks in resource needs 

4. flexibility in setting the environment 

5. freeze and reproduce an image of the environment that enabled a certain result  

6. back-up opportunity 

 

The currently most used model by researchers is the IaaS one, since this delivery model 

allows them to control the execution environment and the usage conditions resemble those 

used on the local resources. 

9.2 Barriers in cloud computing usage in research 
 

Section 3.3 on Trends studies and Policy Documents and Section 7.2 on Financial, Legal and 

Policy challenges already mentioned and described the barriers and challenges for cloud 

computing. However, as the Common Strategic Framework Horizon 2020 is approaching, it 

is the time to in-field test public cloud solutions and overcome such challenges. The Expert 

Group Report “Advances in Clouds - Research in Future Cloud Computing” lists an 

impressive number of issues that need more research before a full cloud eco system can exist. 

The EC67 also defined measures to overcome those barriers. Many of these barriers also apply 

to the use of cloud computing by researchers and/or the investments in defining a cloud 

infrastructure. 

 

A few extra considerations are to be taken into account in the research world:  

 

− Given the perceived usability and user-friendliness of clouds, it might be assumed that 

clouds are straightforward for non-technical users and that a user can adopt and use the 

cloud services without any training. This is certainly not the case and significant 

expertise needs to be acquired to adapt a specific application to the cloud. Once the 

developers adapt an application the usage is indeed simple, but administration and/or 

application skills are needed in the first steps (depending also on the level of cloud 

services). Changing environments always requires fresh minds that look ahead, seeking 

innovation and new opportunities. So there might be some kind of opposition in adopting 

new technologies and services, especially as in the case of commercial clouds this 

requires a new business model and related policies for procuring leased services.  

                                                           
66 http://www.jisc.ac.uk/media/documents/programmes/research_infrastructure/cc421d007-
1.0%20cloud_computing_for_research_final_report.pdf  
67 Unleashing the Potential of Cloud Computing in Europe”, EC Communication COM(2012)529, see ref. 17 

http://www.jisc.ac.uk/media/documents/programmes/research_infrastructure/cc421d007-1.0%20cloud_computing_for_research_final_report.pdf
http://www.jisc.ac.uk/media/documents/programmes/research_infrastructure/cc421d007-1.0%20cloud_computing_for_research_final_report.pdf
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New such models have to be developed, and indicative cases are presented below68: 

o A European e-Infrastructure extends its resources using commercial cloud 

resources through centralised procurement. The resources can be both integrated 

as grid or cloud resources. A similar distributed model (of several countries doing 

similar procurements) can be materialised, however better economies of scale, 

control and efficiency can be achieved by the centralised approach that better suits 

clouds. In case of resources from multiple vendors, interoperability is an open 

issue that needs to be researched upon. Public-private partnerships and pre-

commercial procurement can also play a catalysing role here.  

o A brokering system can also be added in the above system intermediating for the 

procurement or on-demand negotiation and addition of resources.  

o Individual scientists can also directly access commercial public clouds, either 

after a wholesale agreement at national, regional or European level with several 

providers or directly through a credit, debit or other mechanism (such as mobile 

phone payment systems). The first one entails the use of “credits” that the 

university or research centre offers to its students, possibly through a resource 

allocation process, similar to the one that supercomputing users use. 

− It is possible though, that the pay as you go model for every core and byte might make the 

funders more cautious and restrain them from assigning resources to bold or uncertain 

projects, something that will certainly affect innovation. Evaluation and performance 

mechanisms need to be also developed to monitor the success of each experiment or 

project. On the other hand researchers will be more cautious in not spending resources 

without any results and economies can be also achieved.  

 

In any case it is not foreseen in the near future to abandon the current e-Infrastructures and a 

hybrid environment is expected in the coming years as part of H2020, trying to reflect and 

solve many of the identified challenges. This is further detailed in the following sections. 

 

9.3 National cloud infrastructures for research in Europe 
Work done by the e-Infranet project69 in 2011 and a recent questionnaire about cloud 

computing issued by eIPF70 unveiled that very few countries have a roadmap to deploy a 

national cloud infrastructure for research (only 2 from the 19 respondents). However in most 

of the countries there are on-going pilot projects on cloud computing initiated by universities, 

research institutes or already established e-infrastructures. All the countries welcome 

collaboration at the European level to establish a (federated) cloud for research in Europe; 

however some reservations apply including that the user need for this kind of infrastructure is 

clear, that there is a clear funding mechanism, or that the required services cannot be 

delivered by existing private or public services… 

9.4 Future 
As highlighted in the previous sections, in the last couple of years the European Distributed 

Computing Infrastructures (DCIs) have started exploring the virtualisation and cloud 

                                                           
68 Business models are mainly summarised from VENUS-C deliverable on future sustainability strategies, 
www.venus-c.eu (deliverables D3.9 and D3.10). 
69 e-Infranet EC FP7 project, e-infranet.eu  
70 e-Infrastructure Policy Forum, EC expert group/discussion forum aiming to align national and EU policies 

http://www.venus-c.eu/
http://www.e-infranet.eu/
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computing offerings. The European Grid Infrastructure (EGI) is seriously considering 

virtualisation and cloud computing technologies and as stated in the preamble of the first EGI 

User Virtualisation Workshop, “now is the time for EGI to provide a more flexible, efficient 

e-Infrastructure to attract new users on a larger scale”71. Furthermore, EGI, in cooperation 

with other NGIs, computing centres or projects, supporting its sustainability outlook efforts, 

has created the EGI Federated Clouds Task Force72 to experiment with virtualization and 

cloud computing technologies and foster interoperability. Significant achievements of the 

latter in showcasing interoperable services or even standards interfaces have been 

demonstrated in 2012. In parallel other DCI projects have been working either on a mixed 

grid and cloud environment, such as StratusLab and Initiative for Globus in Europe, or on a 

cloud environment such as VENUS-C that concluded successfully showcasing a promising 

outlook for mixed (grid-cloud) or uniform (cloud) solutions. The European Middleware 

Initiative (EMI) has also been working on a more flexible interoperable middleware layer. 

Besides the EC support on the DCI projects, significant RTD investments have been made by 

the EC in the area of Cloud research. A non-exhaustive list of European activities is listed in 

Annex 2. 

 

In parallel, industry is increasingly overwhelmed by cloud computing offerings at different 

service levels namely IaaS, PaaS or SaaS, not only by the major computing and software 

providers in the US, such as Amazon, Google and Microsoft, but also by a series of small and 

medium enterprises offerings such as value-added or cloud brokering services all over the 

world.  

 

Last but not least, there is also an open source community created around cloud computing, 

which shows the growth, depth, and breadth of cloud computing and the expectations of the 

different communities.  

 

As gradually being showcased by projects such as VENUS-C, commercial cloud offerings 

are able to satisfy at least a portion of scientific requirements. The VENUS-C Open Call 

aiming at testing scientific and innovative applications was submerged by 60 proposals from 

a wide variety of disciplines, only a fourth of which could receive seed funding for such 

migration in the cloud. Moreover, another 7 application scenarios from areas including 

Biomedical, Earth Sciences and Engineering have been successfully adapted on both 

commercial and open source cloud platforms through the VENUS-C middleware layer.  

 

The future perspective in the area of High Throughput Computing is that gradually the 

federated EGI infrastructure will be migrating towards a virtualised infrastructure, while 

new “pure” cloud-based services will progressively be introduced in a mixed grid and cloud 

environment. At present it is envisaged that certain well-organised heavy user communities 

with complex requirements (the so-called big sciences) would favour to stick to the grid 

environment, while others, less-organised ones with less complex requirements (the so-called 

long-tail of e-Science or small sciences) would be more flexible to adopt the new cloud 

paradigm. For them, commercial approaches would be also feasible, however avoiding the 

vendor lock-in problem. The exact layout of this future outlook is obviously unknown; it is 

proposed to mix the sophisticated solutions and years of experience of the research 

                                                           
71 EGI User Virtualisation Workshop, 12-13 May Amsterdam, 
http://www.egi.eu/about/news/news_0051_User_Virtualisation_workshop.html,  
72 EGI Federated Clouds Task Force: https://wiki.egi.eu/wiki/Fedcloud-tf:FederatedCloudsTaskForce  

http://www.egi.eu/about/news/news_0051_User_Virtualisation_workshop.html
https://wiki.egi.eu/wiki/Fedcloud-tf:FederatedCloudsTaskForce
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community in grids with the industrial-quality and ease-of-use of commercial cloud 

providers. A hybrid model of a federated community European cloud for research 

enhanced by an external public cloud offered by one or more commercial providers can be 

realized. The federated research cloud will be offering both “grid” and “cloud” services, 

while the external cloud providers will be either adding resources to the “grid” or offering 

direct “cloud” services for communities or individual researchers that cannot bring on-

board (in EGI) their own resources.  

 

In more detail, the current federated EGI community infrastructure will most probably evolve 

into the above mentioned hybrid grid-cloud environment, gradually implementing the 

technologies and services that have been developed by the above-mentioned DCI projects. 

The EGI-based community research cloud will act as first level of aggregation of resources. 

However, it won’t be able to accommodate peak traffic demands, either due to major 

disciplinary service challenges or other unexpected events. Accommodating the average 

traffic load should be enough as the excess traffic (the so-called cloudbursting) can be 

served on-demand by commercial cloud providers. This might mean transparently extending 

the grid infrastructure with underlying leased cloud resources or extending the community 

cloud by pooling more on-demand cloud resources to it. And as identified the cloud resources 

can also accommodate the requirements of the long-tails of e-Science. Of course there are a 

series of technical and non-technical issues to resolve about platform compatibility, open 

interfaces, interoperability and standards, data replication, legal and financial issues, and 

more. A competitive procedure (procurement) for the selection of one or more commercial 

providers should be also added to the list of challenges, together with the associated 

administrative issues. The issue of whether the cloud resources should be central or 

distributed is also important; however a centralised pool of resources is probably better 

suiting the cloud model and can achieve enhanced economies of scale and prices at EU level. 

Furthermore, the co-funding of a central procurement by the European Commission (similar 

to the GEANT network one) can significantly lower the risk and the cost of the overall 

approach. Other reasons include better stimulation of a cloud market for research at EU level, 

better stimulation of interoperable, standard and recoverable solutions from multiple vendors 

without single points of failure and better central control of legal, financial, policy issues, 

which is clear given the fact that the cloud is by definition centralised. If one imagines the 

other way round, i.e. a system of national public clouds, this would be more costly, less 

interoperable, more vulnerable and less controlled. Still national or institutional clouds can be 

part of the community cloud. 

 

The promotion of a consolidated European cloud software stack is another reason for driving 

along this path. Despite the fact that currently there is multitude of cloud software stacks, 

both open source (such as OpenNebula, OpenStack or Eucalyptus) and commercial ones 

(such as the Amazon EC2 or the Microsoft Windows Azure one), there is a long way for a 

consolidated or standard approach. A centralised procurement can also contribute to the 

stimulation of a European software approach on cloud computing, standard interfaces or at 

least more interoperable solutions.  

 

A well-balanced hybrid model can thus offer the advantages of both worlds, i.e. the 

research e-Infrastructure providers and the commercial ones; that is the sophisticated, secure 

environment and all the vested know-how of the first with the elasticity, flexibility, user-

friendliness and cost-effectiveness of the latter. All such intentions and related dependencies 

will need to be analysed and evaluated through this hybrid model that will pursue to identify 
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an optimal path for the future of grids and clouds, which will have to coexist for some time in 

the future.  

 

To conclude, the central procurement, the hybrid model and all public cloud challenges 

should be evaluated in-field during the Horizon 2020 framework; the resources procurement 

and allocation process, the monitoring and legal compliance, interoperability and governance 

should all be assessed in the immediate future.  
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10 Recommendations  
 

National level: 

Infrastructure-related: 

 Support the integration of cloud technologies in existing e-infrastructures 

o Adapt national e-infrastructures and ensure the participation in the 

European e-infrastructures in order to be able to exploit  upcoming European 

cloud resources 

o Promote and financially support the innovation and evolution of national 

public e-infrastructure providers 

 Stimulate the integration of several e-Infrastructure components at national level, so 

as to facilitate a single point of access for European researchers 

Support-actions 

 Establish the necessary policies, rules and legal framework including SLAs 

allowing the funding and use of public cloud resources for research activities and 

work on the control procedures of such resource usage  

 Promote the establishment of repositories of standards and applications running in 

the cloud to support the reproducibility of the research experiments and allow the 

take-up by the commercial sector 

 Support the provision of training activities for new technologies such as 

virtualization and cloud technologies in cooperation with related European activities 

and industrial entities. 

EC level: 

Infrastructure-related: 

 Evaluate the use of commercial cloud resources as part of a hybrid community cloud 

environment during Horizon 2020 and support the development of related business 

models for the procurement of such commercial resources 

 Evaluate the integration of several e-Infrastructure components at European level, so 

as to facilitate a single point of access for European researchers 

 Stimulate all member states to participate in the European e-infrastructures 

including cloud initiatives to develop innovative and interoperable services 

 Establish a directive for all e-Infrastructure providers that receive European funding 

to ensure publication and open access to data about governance, policy and funding 

of their e-Infrastructures 

Support-actions 

 Promote the establishment of the necessary policies, rules and legal framework 

including SLAs for the use of cloud resources for European research activities and 

work on the control procedures of such resource usage  

 Invest in research, methodology and development that ensure the elimination of the 

vendor-lock-in problem and promote interoperability among commercial and 

research-owned clouds and grids 

 Invest in research about management, provenance and privacy of the data in cloud 

environments 

 Support the provision of training activities for new technologies such as 

virtualization and cloud technologies in cooperation with national and regional 

activities, also involving industrial entities 
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Abbreviations 

AAA Authentication, Authorization and Accounting 

AaaS Application as a Service 

ACL  Access Control List 

API Application Programming Interface 

AWS Amazon Web Services 

BLAST Basic Logical Alignment Search Tool 

BPaaS Business Process as a Service 

CCIF Cloud Computing Interoperability Forum 

CDMI Cloud Data Management Interface 

CRM Customer Relationship Management 

CSA  Cloud Security Alliance 

CSAL Cloud Storage Abstraction Layer 

CSCC Cloud Standards Customer Council 

CSP  Cloud Service Provider 

DMTF Distributed Management Task Force 

EC2 Elastic Compute Cloud 

ENISA  European Network and Information Security Agency 

ETSI European Telecommunications Standards Institute 

HaaS Hardware as a Service 

HPC High Performance Computing 

HPC2 High Performance Cloud Computing 

FIPS  Federal Information Processing Standards 

HTTP Hypertext Transfer Protocol 

IaaS Infrastructure as a Service 

IAM Identity and Access Management 

IDS Intrusion Detection System 

JSON  JavaScript Object Notation 

MFA Multi-factor Authentication 

NIST  National Institute of Standards and Technology 

OASIS Organisation for Advancement of Structured Information Standard 

OCC Open Cloud Consortium 

OCCI Open Cloud Computing Interface 

ODCA Open Data Center Alliance 

OpenFOAM Open Field Operation and Manipulation 
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OGF Open Grid Forum 

OS  Operating System 

OVF Open Virtualization Format 

PaaS Platform as a Service 

RASIC Reference Architecture for Semantically Inter-operable Clouds 

SaaS  Software as a Service 

SAML  Security Assertion Markup Language 

SAS 70 Statement on Auditing Standards (SAS) No. 70 

SLA  Service Level Agreement 

SME Small and medium-sized Enterprises 

SNIA Storage Networking Industry Association 

SOA Service-Oriented Architectures 

SPML  Service Provisioning Markup Language 

TLS Transport Layer Security 

VC Volunteer Computing 

VM  Virtual Machine 

VPC Virtual Private Cloud 

VPN Virtual Private Network 

XACML eXtensible Access Control Markup Language 
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Annex 1. Cloud vs. other e-Infrastructures 
 

Table 3. Differences between different paradigms (after73,74,75,76) 

Characteristics Cloud Grids Clusters HPC 

Application type Interactive Batch Batch Batch/Interactive 

Application 

development 

Local or in Cloud Local Local Local 

Application 

portability 

Low High High  Low 

Application 

drivers 

Dynamically 

provisioned web 

or legacy 

applications, 

content delivery 

Collaborative 

scientific or high 

throughput 

computing 

applications 

Low cost parallel 

processing 

Computational 

and data intensive 

applications 

Problem On-demand 

scalability for 

business, 

development and 

research 

applications 

 

Computation over 

large data sets or 

parallelizable 

compute-intensive 

applications 

Parallelizable 

compute-intensive 

applications 

Parallel compute-

intensive 

applications 

Main target 

market 

Industry  Academia Academia and 

Industry 

Academia and 

Industry 

Access means Web protocols Grid middleware Job management 

system 

Job management 

system, ssh 

Organizations Physical Virtual Local   Physical 

Business model Pricing/Pay per 

Use 

Sharing, Grants Sharing, Grants Peer review 

resource 

allocation, Grants 

,Pricing 

Funding model Paid by users 

(directly or 

indirectly) 

Mostly resource 

owners 

(distributed) 

Resource owner 

or users (central) 

Resource  owner 

or users (mostly 

central) 

Customer Anyone with 

appropriate 

credits  

Member of a 

defined 

community (and 

VO) 

Granted users Granted users or 

industrial clients 

User motivation Lower IT costs 

and on demand 

scalability 

Low cost for large 

computations or 

processing of 

Lower hardware 

costs 

Computing power 

                                                           
73 Luis M. Vaquero, Luis Rodero-Merino , Juan Caceres, Maik Lindner, A Break in the Clouds: Towards a Cloud 

Definition, ACM SIGCOMM Computer Communication Review Volume 39, Number 1, January 2009 
74 Christof Weinhardt, Arun Anandasivam, Benjamin Blau, and Jochen Stayer, Business Models in the Service 

World, IT Pro March/April 2009 
75 Rajkumar Buyya, et al, Cloud computing and emerging IT platforms: Vision, hype, and reality for delivering 

computing as the 5th utility, Future Generation Computer Systems 
76 EchoGrid, D.2.3 Final Consolidated Roadmap, Project deliverable 
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Characteristics Cloud Grids Clusters HPC 

large sets of data 

Unit of work VM or storage 

service 

Batch job or group 

of batch jobs 

Batch job Job or Time 

Allocation limits Tens or hundreds 

of virtual 

machines  

Thousands of 

machines/cores in 

multiple machines   

Hundreds of 

machines/ cores 

Thousands of 

cores (on one 

machine) 

Storage service General purpose: 

for distribution, 

sharing, on-line 

storage, backups 

Dedicated 

purpose: for 

sharing data for 

applications 

Dedicated 

purpose: for 

sharing data for 

applications 

User data storage 

Orientation Service Application Application Application 

Resource 

sharing 

Collaboration Assigned ones are 

not shared 

Assigned ones are 

not shared 

n/a 

Software 

environment 

Software in 

customized 

environment 

Grid-enabled 

software 

Parallel software Parallel software 

Virtualization Of hardware and 

software platform  

Of computing 

resources and data 

Of computing 

resources 

None 

Security Through isolation  Through 

credential 

Through 

credential 

Through OS 

credential 

Privacy Inside a VM high 

privacy is 

guaranteed 

Limited support Depends on user 

privileges 

Depends on user 

privileges 

Scalability Nodes, sites and 

hardware  

Nodes and sites Nodes CPUs 

Size/scalability Hundreds Thousands Hundreds Thousands 

Control Centralized  Decentralized Centralized Centralized 

Standardization Lack of 

interoperability 

Interoperability 

efforts (on-going) 

Interoperability 

efforts (on-going) 

Limited 

interoperability 

efforts (POSIX)  

QoS Focus on 

availability and 

uptime 

Mostly Best-effort Algorithms being 

developed 

Algorithms being 

developed 

Usability User-friendly Hard to manage Moderate Moderate 

Resource control High Low High High 

Ownership Single Multiple Single Single 

Inter-connection Low latency and 

high bandwidth  

High latency and 

low bandwidth 

Low Latency and 

high bandwidth 

Minimal latency 

and very high 

bandwidth 

Discovery Membership 

services 

Centralized 

indexing and 

decentralized info 

services 

None None 

User 

management 

Decentralised 

and VO based 

Centralised or 

delegated  

Local Local 

Single system 

image 

Yes No No Yes 

Failure 

management 

Strong support Limited Limited n/a 

Accounting Storage, CPU 

Time, Transfer 

CPU Time, 

Storage,  

CPU Time CPU Time 
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Annex 2.  Cloud related projects funded through European 
Commission’s FP7 Programme77  

 

Table 4. The FP7 projects related to cloud computing topics.  
 

EC  

W

P 

Acronym Web page Cloud-related topics 

I 

C 

T 

 

4CaaST 4caast.morfe

o-project.org 

The project aims to create a PaaS which supports the optimized 

and elastic hosting of Internet-scale multi-tier applications. 

Cloud 

4SOA 

www.cloud 

4soa.eu 

The project focuses on resolving the semantic interoperability 

issues of cloud infrastructures and on introducing a user-centric 

approach for cloud compliant applications. It combines three 

paradigms: cloud computing, Service Oriented Architectures 

(SOA) and lightweight semantics. 

Cloud-TM www.cloudt

m.eu 

The project aims at defining a programming paradigm and 

developing a self-optimizing distributed transactional memory 

middleware that spares programmers the burden of coding for 

distribution, persistence and fault-tolerance. The platform features 

autonomic resource provisioning and pervasive self-tuning 

schemes. 

CON 

TRAIL 

www.contrail

-project.eu 

The goal of the project is to design, implement, evaluate and 

promote an open source system in which resources that belong to 

different operators are integrated into a single homogeneous 

federated cloud that users can access seamlessly. 

Cumulo 

Nimbo 

www.cumulo 

nimbo.eu 

The project promise to deliver a PaaS that will provide 

consistency, availability, and simpler programming abstractions, 

such as transactions. 

mOSAIC www.mosaic

-project.eu 

The project builds an open source PaaS that negotiates cloud 

services as requested by their users. Moreover, it proposes a 

vendor-agnostic API for programming and deploying cloud-

complaint applications 

OPTIMIS www.optimis

-project.eu 

The high-level objective is to enable an open and dependable 

cloud service ecosystem that delivers IT services that are 

adaptable, reliable, auditable and sustainable. This will allow 

organisations to automatically and seamlessly externalize services 

and applications to trustworthy and auditable cloud providers. 

REMICS www.remics.

eu 

The main objective is to specify, develop and evaluate a tool-

supported model driven methodology for migrating legacy 

applications to interoperable service cloud platforms. 

SPRERS www.sprers.e

u 

The project supports dissemination of FP7-ICT projects 

achievements related to software services, including organisation 

of trainings, workshops on cloud computing. 

                                                           
77 This list does not claim to be complete. In case your initiative or project is not listed please contact 
tfcc@horus.sara.nl 
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EC  

W

P 

Acronym Web page Cloud-related topics 

SRT-15 www.srt-

15.eu 

The project intends to bridge the gap between cloud 

infrastructures and enterprise services by building a distributed 

service platform. It relies on four key enabling technologies: 

content-based routing, complex event processing, dependability 

and data privacy 

VISION 

Cloud 

www.vision 

cloud.eu 

The goal of this project is to introduce a powerful ICT 

infrastructure for reliable and effective delivery of data-intensive 

storage services, facilitating the convergence of ICT, media and 

telecommunications. This infrastructure will support the setup and 

deployment of data and storage services on demand, at 

competitive costs, across disparate administrative domains, while 

providing QoS and security guarantees. 

RESER 

VOIR 

www. 

reservoir-

fp7.eu 

By merging virtualisation, grid and business technologies, it 

allowed the migration of resources across geographies and 

administrative domains, maximising resource exploitation, and 

minimising costs. 

IRMOS www. 

irmosproject.

eu 

Designed, developed and validated cloud solutions allowing the 

adoption of interactive real-time applications, and especially 

multimedia applications, enabling their rich set of attributes (from 

time-constrained operation to dynamic service control and 

adaptation) and their efficient integration into cloud 

infrastructures. 

SLA@ 

SOI 

sla-at-soi.eu It has provided a framework for enhancing the provisioning of 

services with: predictability and dependability; transparent SLA 

management; automation of the process of negotiating SLAs and 

provisioning, delivery and monitoring of services  

Ascens www.ascens-

ist.eu 

The project focuses on service-component ensembles, hierarchical 

ensembles built from service components, and knowledge units 

connected via a dynamic infrastructure. To realise ensembles of 

service components a set of case studies from robotics, cloud 

computing and e-Vehicles are used. 

Aliz-e www.aliz-

e.org 

The project develops the theory and practice behind embodied 

cognitive robots capable of maintaining believable any-depth 

affective interactions with a young user. The integration of 

cognitive components is based on cloud computing for embedded 

systems. 

BonFIRE www.bonfire

-project.eu 

The project designs, builds and operates a multi-site cloud facility 

to support applications, services and systems research targeting 

the Internet of Services community within the Future Internet. 

Dicode www.dicode-

project.eu 

The project facilitates and augments collaboration and decision 

making in data-intensive and cognitively-complex settings. It 

exploits and builds on several concepts like cloud computing, 

MapReduce, Hadoop, Mahout, and column databases, to search, 

analyse and aggregate data existing in diverse, extremely large, 

and rapidly evolving sources 
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Euro 

Cloud 

www.euroclo

ud 

server.com 

The project focuses on improvement in system density and energy 

efficiency for data centre applications to a scale supporting 

hundreds cores in a single server. Mobile cloud services are used 

in validation scenarios, while in general the targeted market is that 

of the companies able later on to construct efficient, 

environmentally clean and compact data centres for the 

deployment of green cloud services.  

HiPer 

DNO 

dea.brunel.ac

.uk/hiperdno/ 

The aim of the project is to develop a new generation of 

distribution network management systems that exploit near to 

real-time HPC solutions with inherent security and intelligent 

communications for smart distribution network operation and 

management. Cloud and grid computing are used to enable 

scalable data mining, feature extraction, and near to real-time state 

estimation. 

NEFFICS neffics.eu The project builds an innovation-driven ecology for networked 

enterprises, on top of an established cloud-based, software-as-a-

service business operation platform, combined with an advanced 

innovation management software platform. 

NOVI www.fp7-

novi.eu 

The project concentrates on efficient approaches to compose 

virtualised e-infrastructures towards a holistic Future Internet 

cloud service. Resources belonging to various levels are managed 

by separate providers. The project search methods, information 

systems and algorithms enable users with composite isolated 

slices, baskets of resources and services provided by federated 

infrastructures. 

PASSIVE ict-passive.eu The project proposes an improved model of security for 

virtualised systems to ensure that separation of concerns can be 

achieved in large scale deployments, threats from co-hosted 

operating systems are detected and dealt with, and public trust in 

application providers is maintained in a dynamic hosting 

environment. It proposes a policy-based security architecture 

allowing the easy specification of security provisions; fully 

virtualised resource access, with fine-grained control over device 

access; and a dynamic system for authentication. 

ROBUST www.robust-

project.eu 

The project deals with large-scale data management and analysis 

tasks for understanding and managing complex user behaviours 

and ecosystems in online business communities. A highly scalable 

cloud and stream-based data management infrastructure serves to 

handle the real time analysis of large volumes of data.  

SAIL www.sail-

project.eu 

The project researches and develops novel networking 

technologies. It improves application support via an information-

centric paradigm and develops mechanisms and protocols to 

realise the benefits of a Network of Information. It enables the co-

existence of legacy and new networks via virtualisation of 

resources and self-management, fully integrating networking with 

cloud computing to produce cloud Networking.  
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TClouds www.tclouds

-project.eu 

The project targets cloud computing security and minimisation of 

the widespread concerns about the security of personal data by 

putting its focus on privacy protection in cross-border 

infrastructures and on ensuring resilience against failures and 

attacks. TClouds develops a cloud infrastructure that can deliver 

computing and storage that achieves a high level of security, 

privacy, resilience, and yet is cost-efficient, simple, and scalable. 

I 

N 

F 

R 

A 

S 

T 

U 

C 

T 

U 

R 

E 

S 

Earth 

Server 

www. 

earthserver.e

u 

The project aims at open access and ad-hoc analytics on Earth 

science data, based on the geo service standards Web Coverage 

Service and Web Coverage Processing Service. It develops open-

source client and server technologies scalable to Exabyte 

volumes, based on distributed processing, supercomputing, and 

cloud virtualisation. 

EDGI edgi-

project.eu 

The project aims to deploy desktop grid and cloud services for 

European Grid Initiative’s user communities that require 

extremely large multi-national e-infrastructure. Software 

components of ARC, gLite, Unicore, BOINC, OpenNebula, 

Eucalyptus etc. are integrated into SG-DG-Cloud platforms for 

service provision. The project also provides a workflow-oriented 

science gateway to enable user communities to access the 

infrastructure more easily. 

Engage www.engage

-project.eu 

The main goal of the project is the deployment and use of an 

advanced service infrastructure, incorporating distributed and 

diverse public sector information resources as well as data 

curation, semantic annotation and visualisation tools. The project 

explores synergies with e-Infrastructure projects and service 

providers to leverage on existing grid and cloud services for 

curating, storing, processing and exploiting large amounts of 

public sector information. 

EuBrazil 

OpenBio 

www.eubrazi

lopenbio.eu 

The project deploys an e-Infrastructure of open access resources 

(data, tools, services), to make significant strides towards supporting 

the needs and requirements of the biodiversity scientific community. 

This data e-Infrastructure results from the federation and integration 

of individual existing data, cloud, and grid EU and Brazilian 

infrastructures and resources across the biodiversity and taxonomy 

domain, namely Catalogue of Life, OpenModeller, D4Science-II 

and Venus-C. 

e-Science 

Talk 

www.e-

sciencetalk. 

org 

The project aims to bring the success stories of Europe's e-

infrastructure to a wider audience. It coordinates the 

dissemination outputs of European e-Infrastructure projects, 

ensuring their results and influence are reported in print and 

online. 

e-FISCAL www.efiscal.

eu 

The scope of the e-FISCAL proposal is to analyse the e-

infrastructure costs, facilitated by national entities (NGIs and HPC 

centres), compare them with equivalent commercial leased or on-

demand offerings and provide an evaluation report. 
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gSLM www.gslm. 

eu 

The project aims to improve service level management (SLM) in 

the grid. It generates new approaches for SLM and offers best 

practices from e-infrastructure service provision in systems that 

span multiple administrative domains. The outputs are relevant for 

managing the QoS aspects of the “inter-cloud” solutions. 

HelixNeb

ula 

http://helix-

nebula.eu/ 

Helix Nebula - the Science Cloud- will support the massive IT 

requirements of European scientists. The project aims to pave the 

way for the development and exploitation of a Cloud Computing 

Infrastructure, initially based on the needs of European IT-intense 

scientific research organisations, while also allowing the inclusion 

of other stakeholders’ needs (governments, businesses and 

citizens). 

N4U Not available  The project provides an e-Science environment to deliver a virtual 

laboratory offering neuroscientists access to a wide range of 

datasets and algorithm pipelines, access to computational 

resources, services, and support. It will integrate and augment the 

service provision with computational resources from grid, cloud 

and HPC. 

Siena www.siena 

initiative.eu 

SIENA defines a future e-Infrastructures roadmap focusing on 

interoperability and standards. The roadmap presents scenarios, 

identifies trends, investigates the innovation and impact sparked 

by cloud and grid computing, and delivers insight into how 

standards and the policy framework is shaping future 

developments and deployments. 

StratusLab stratuslab.eu The StratusLab Toolkit integrates cloud and virtualisation 

technologies and services within grid sites and enriches existing 

computing infrastructures with IaaS provisioning paradigms. 

Venus-C www.venus-

c.eu 

VENUS-C proposes an open and generic API at platform level for 

scientific applications, striving towards interoperable services. Its 

platform will be based on Windows Azure, Eucalyptus, 

OpenNebula, EMOTIVE. 

I 

D 

E 

A 

S 

Cripto lib.bioinfo. 

pl/projects/ 

view/29666 

The project investigates topics in cryptography from a theoretical 

and practical perspective. The application domains investigated 

are cloud computing, electronic voting, protocols for trusted 

computing and privacy preserving methodologies. 

N 

M 

P 

Manu 

Cloud 

www.  

manu  

cloud-

project.eu 

The project develops and evaluates an IT infrastructure which 

supports on-demand manufacturing scenarios. It provides users 

with the ability to utilise the manufacturing capabilities of 

configurable, virtualised production networks, based on cloud-

enabled, federated factories, supported by a set of SaaS 

applications. 

P 

E 

O 

P 

L 

E 

Relate www. 

relate-itn.  

eu 

The initial training network provides opportunities for young 

researchers to study the latest technologies, platforms and tools in 

engineering and provisioning of service-based cloud applications. 

Scalus www.scalus. 

eu 

The initial training network aims at elevating education, research, 

and development inside areas of cluster, grid, and cloud storage. 

http://helix-nebula.eu/
http://helix-nebula.eu/
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S 

M 

E 

Raisme www. 

raisme.eu 

The project builds an open source platform for SME applications. 

It enables high-tech organisations with niche skills to rapidly 

build and scale innovative ICT applications. This is achieved 

through the use of mashup technology and cloud computing. 

PR2.0 Not available The project promises an affordable, cost-effective centralised web 

tool for management of marketing campaigns using popular social 

media tools. It allows companies to monitor user-generated 

content about their business or brands, to manage their online 

reputation, and to be alerted to possible public relations crises. A 

cloud computing model ensure that the tool is accessible to SMEs 
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Annex 3. Technical solutions for Cloud computing 
 

Table 5. The FP7 projects related to cloud computing topics (after78) 

 
 

Category Offer type System 

type 

Group Representatives 

R
es

o
u

rc
es

 

S
to

ra
g

e 

Columnar 

databases 

Hosted  Amazon Simple DB, BigTable 

Deplo-

yable 

Distri-

buted 

Cassandra, Hadoop HBase, Hypertable, Tiramole 

Single 

server 

M BD, MonetDB, LucidDB, Akiban 

Key-value 

databases 

Hosted  Amazon S3, RackSpace Cloud Files 

Deplo-

yable 

Distri-

buted 

Riak, Membase, kumofs, LightCloud, GridFS, 

Voldemort, Redis, Hibari, Kal, Ringo, Dynomite, 

SubCloud 

Single 

server 

MemcacheDB, Tokyo Cabinet, Kyoto Cabinet, 

BerkleyDB, LevelDB, GT.M 

Document 

databases 

Deplo-

yable 

 MongoDB, CounchDB 

Distributed 

file-systems 

Deplo-

yable 

 Hadoop HDFS, Tahoe LAFS, Ceph, Sector, 

CloudStore, MooseFS, mofilefs, XtreemFS 

Distributed 

atomic 

databases 

  Zookeeper, Scalaris, Keyspace 

Distributed 

hash tables 

  Kademlia, Pastry, Tapestry, Chord 

C
o
m

p
u
te

 

Map-Reduce Hosted  Amazon Elastic Map Reduce 

Deplo-

yable 

 Hadoop, Riak Map Reduce, Hive, Hadoop Pig, 

Cascading, CloudBase, Sawzall, Disco, Http Map 

Reduce, DyradLINQ, fairly 

Infrastructure Hosted  Amazon EC2, Amazon EBS, RackSpace Cloud 

Servers, GoGrid, Force.com, FlexiScale, Slicehost, 

ElasticHosts, CloudSigma, NewServers 

Deplo-

yable 

 Eucalyptus, OpenNebula, OpenStack, Nimbus, 

XCAT, Cobbler, BoxGrinder, Tashi, VPN Cubed, 

Elastic Server, OpenQRM 

C
o

m
m

u
n

i-

ca
ti

o
n
 

Message 

queues 

Hosted  Amazon SQS, Amazon SNS, StormMQ, Linxter 

Deplo-

yable 

Clus-

tered 

RabbittMQ, ZeroMQ, HornetQ 

Single 

server 

ActiveMQ, MorbidQ, Kestrel, MemcacheQ, 

Starling 

                                                           
78 mOSAIC Consortium, D1.1 – Architectural design of mOSAIC’s API and platform, available at 

http://www.mosaic-cloud.eu/dissemination/deliverables/FP7-256910-D1.1-1.0.pdf  

 

http://www.mosaic-cloud.eu/dissemination/deliverables/FP7-256910-D1.1-1.0.pdf
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D

ev
el

o
p

-m
en

t&
 d

e-
p

lo
y

m
en

t 

su
p

p
o

rt
 

Platforms Hosted  AppEngine, SmartPlatform, Heroku, Azure, 

GigaSpaces XAP, Stackato, CloudIQ, Cloud Burst, 

Jamcracker, Bungee Connect, LongJump, Enomaly 

ECP 

Deploy

able 

 AppScale, TyphoonAE, Cast, Project Caroline, 

SpawnGrid, Duostack, CloudFoundry, NodeJitsu, 

Nodester, DotCloud, CloudBees, OpenShift, 

Aneka, AppZero, vCloud, RightScale, JOALA 

Cloud Manager, mOSAIC 

Libraries and 

frameworks 

  DeltaCloud, DataNucleus, Spring Data, libcloud, 

CloudLoop, Dasein Cloud API, jclouds, Simple 

Cloud API, Restlet, Sun Cloud API, BOOM, 

SalsaHpc, Dryad, Orleans  

Standards   OCCI, CDMI 
 

  



59 

 

Annex 4. Task Force members 
 

The e-IRG Task Force on Cloud Computing was created during the Polish EU presidency 

(2nd semester of 2011) and was staffed by the following members:  

- Maciej Brzezniak, Polish Supercomputing and Networking Center (PSNC), Poland 

- Radek Januszewski, PSNC, Poland 

- Fotis Karagiannis, Independent/e-IRG Support Programme, Greece 

- Dana Petcu, Western University of Timisoara/e-IRG delegate for Romania 

- Marcin Plociennik, PSNC, Poland   

- Imre Szeberenyi, Budapest University of Technology and Economics (BME)/e-IRG 

delegate for Hungary 

- Rosette Vandenbroucke (Coordinator), BELNET/e-IRG delegate for Belgium (until end 

of 2011 ) 

- Paweł Wolniewicz, PSNC, Poland 

The Task Force reviewed material and inputs from several initiatives, projects, groups and 

other related reports.  

 

 


