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International

Large scale projects funded internationally to create
infrastructures

EGEE

DEISA

OSG
Early adopters

High Energy Physics - LHC
Structured communities around large scale
Instrumentation

Readily addressed as a whole community



EGEE

6 years of EGEE projects
Created global production infrastructure
Attracted approx 12,000 users (~24,000 CPUs)
Training - collaboration of 32 international institutes
> 20,000 trainee days in total
~ 1500 participants/year
> 100 events/year
Direct training
Training trainers
Trainer registration



Quality Assurance .

Important feature of the EGEE collaboration
A shared QA framework implemented
Constant across events and over time
Promotes attendee feedback

Transparent QA presented for all events

Encourages continual improvement of materials and
presentation.

All event average > 5/6
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Registered Trainers

134 Registered trainers
Peer approval

Train the trainer events
29 countries

Promotes local autonomy
Maintain trainer portfolio
Share information about expertise



ICEAGE

FP6 support activity

Engaging existing academic frameworks with

distributed computing training/education
Curriculum design
Course development and implementation
Shared educational events - summer schools

Policy development
OGF, EUNIS & e-IRG task forces



Education and Training

SUCQIGEIEE O ganisation RARGES

* Training
Targeted Services & Applications
Immediate goals
SpeCifiC skills BIAVSIIoN  Slilled Workers B! ZUES

Building a workforce

* Education
Pervasive
Long term and sustained
Genericconceptual models
Developing a culture

Invests

Enriches

Innovation Education
Y

Create t
e Both are needed Graduates



_ Curricula StW

NUMERICAL MODELS

Physics, engineering, earth systems, chemistry, materials science

L MODELS

| sciences, economics

EPISTEMOLOGY
Arts, langua
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Challenges for Education -

Curricula and textbook development
o Fluidity Text Book: lanning

W@iyitallf  Research in Connected World
* Lack of well developed curricula and good textbooks

* A symptom of a larger issue in developing “digital thinking”
Expertise

Policy
* Disparate educationalagliciec_creating barriers to
mobility, access ancfOI€I RFHINEMtion and security issues

t-Infrastructure

e Lack of shared t-Infrastructure across Member States

IPR

8 OGF recommendations and NeSC Digital Library example
provisions)

11



Summer Schools

ISSGC series, since 2003
Average 60 participants

Technology and infrastructure agnostic
UNICORE, condor, globus, gLite, web 2.0, clouds .............

Curriculum driven integration
Realistic scientific practical exercise across all technologies

Networking
Domain specific

GridKa, Biomed SS
Regional/Local/National SS

Engagement with EU ECTS scheme

Students can use credits in academic courses



~ Nationalities ‘

Ukrainian; 1

Vietnamesz; z
Turkish; 1 \ )

American US; 8
Sudanese;1

South
Korean;1

Slovak;1

Pakistani; Chinese; 4

Malaysian;1_

Latvian;



Online learning

ISSGC material & tutors developed into online

provision

1 month online course

Blended learning

Alternative methods for material delivery
iTunes, Facebook, SlideShare, etc.
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Luke Humphry: You can ask for
support here

Luke Humphry: questions and
answers will be anonymous

Consciousness 2
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! Petar Jandric: I highly doubt it - at least, I'm sure I'm not one of them! =
g Yaleria Mele: :D

Bruno Goncalves: eheh
Carstea Alexandru: it's better not to be perfect
Petar Jandric: yea... makes one maore approachable, Actually, this is the main
- N - o0 reason why [ make all those mistakes!

Carstea Alexandru: =)
Yaleria Mele: to be approachable

L a L] | ] L DL valeria Mele: :D
Valeria Mele: thanks!

, Yaleria Mele: :)
L) =L - - . ‘ - Petar Jandric: Nooo... just because that's the way [ am!

Yaleria Mele: ;)

sherspief== el e

,& Luke Hurmphey
M@Ian Foster

ARSI P LSS ~JIZEELELE S, LIl

hl_uﬁlpetar Yemdlie Here are the links from lan's Talk: infrastructure and community in the next 5, 10, 20 years? 2
8 Aengus Mccullaugh _ Christos Gkekas: Howldn you envision the futqre D_f Gr!d Cnmputmg. W|II Grids
email: foster@mcs.anl.gov eventually become available for public use or will scientists be their main users
& Anca Hangan homepage: hittp:ffianfoster.typepad.com in the future?
8, Angel devicente Cezary Boldak: Do the services need centralized indexes to be published in ?
Sweift: www ci.uchicago,.edufswift Someone looking for a service has to know where to search, Something like
 Anna Mereu caBiG: https:/fcabig.ncinib.goy Goaogle for services 7
S eruno Goncalves dev.Globus: hitp://dev.globus.org Enrique MoralesRamos: Do you think the Grid could be some day in the future
8 carstea Alexandru Provenance Challenge: hittp: fftwikiipaw.info like the electrical power grid, a (computational) service accesible for everyone
Social Informatics Data Grid: www.sidgrid.org everywhere? Could everybody (I'm thinking about common users) some day
i Celine Amoreira - simply connect and run their service requests? aris it only a comparing figure
or a dream?
The slides from todays keynote presentation will be placed onling shortly, Mathias Brito: ‘What do you think about the evalution of standards? Globus
B o I s maved to WSRF in version 4, and now another standard, WSRT, was
Luke Humphry: You can ask for ) _ developed. how about that?! ) _
support here For guestions about today's keynote please use the chat box to the right, ;Inse Juniqr: I know that Cond_or can be used Wlth Globus by Condar-G, but is L
Luke Humphry: questions and 8 e = it a future idea to add Cundur_ln the Globus Toolkit? . N .
answers will be anonymous Ioanna Dionysiou: In your opinion, how secure the grid is? How difficult it
wiould be to launch a DDoS attack? I'm not implying that T will doit 2
Rogerio Iope: Thinking of science being carried on through services, what do
you think are the key technologies that still need to be developed (if any) for  |s
enahbling the automation of highly service lnads, supposing e.q. thousands of e
-srientists doing requests simultaneausly into the same common
infrastructure?
Petar Jandric: We got 15 minutes until the end of our session, Please, wrap
up the discussion. We will accept 3 more questions,




Shared Services

Digital Library of shared material

Audio, video, practicals, online exercises, animations
Podcasts, RSS, ATOM, federation, facebook

Shared event recording and advertising
Specialised infrastructures

Trainer registration

Coordination






National/Regional/Domain

Focus is now on National/Regional/Domain support
for training and education

Some NGIs have existing and well established
activitiesin this field

Many others have little activity in this field
Most research domains have no coordinated activity

Limited resource tends to be spent on operations
— immediate issues
- doesn’t necessarily deal with longer term issues



pUrs e

* Materials digital library
* Registered trainers
* Events & advertisi

* Coordination
» Sharin






Features of training requirements

Very “peaky” demand
Access to resource highly time dependent
Highly sensitive to job time of completion

Need to support immediate access to infrastructure for
new users

Process must be transparent to allow illustration of its
features.

Compareand contrast - illustrate principles using
different implementations



Sustainability

Lack of support for international
collaborative/coordinated activities

Support currently must be nationally based

Coordination with academic provision
Self funding training (cost-recovery basis)

Doesn’t really address material development costs.
Doesn’t address capital costs of infrastructure



Summer Schools

[s having summer schools for every project and effective and
efficient use of resources?

Shared summer schools on the model of ISSGC
More efficient?

Allows things individual schools do not
Networking
Comparison by users

Use different implementations to illustrate principles
Better reflects life cycle of researchers whole task

Sustainability meeting — Finland 1-3/7/2010

HPC, HTC, clouds .......... Anyone with an interest is welcome
Already have offers from STFC and CSC of HPC cycles for students



Across platforms/infrastructures

Silos of specific infrastructures/middlewares are
unsustainable.

Researchers expect/demand interoperability

Researcher’s tasks are not directly map-able onto I'T
concepts (HPC/HTC......)

The web/web 2.0 means that researchers expect to be
able to access data and rapidly mash it together.



Usability

 Usability, usability, usability
HCI principles

Summary of feedback from training attend
* All of the infrastructures are effectivelyim;

ees:
possible to

use for anyone other than computational s

pecialists,

and has a significant adoption cost even for them.



