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High-Performance Computing | 
Environement

GENCI Head of European HPC projects
PRACE Board of Director
Thanks to Peter Dueben ECMWF, Bjorn Stevens MPI-Met, Marie-Alice Foujol IPSL, 
Francois Bodin Irisa, Emilie Germetz Neovia, Olivier Oldrini Amplisim, David Defour LAMPS

Philippe Segers

http://www.prace-ri.eu/
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PRACE | members
Hosting Members

▶ France

▶ Germany

▶ Italy

▶ Spain

▶ Switzerland

General Partners (PRACE 2)

▶ Austria

▶ Belgium

▶ Bulgaria

▶ Cyprus

▶ Czech Republic

▶ Denmark

▶ Finland

▶ Greece

▶ Hungary

▶ Ireland

▶ Israel

▶ Luxembourg

▶ Netherlands

▶ Norway

▶ Poland

▶ Portugal

▶ Slovakia

▶ Slovenia

▶ Sweden

▶ Turkey

▶ United KingdomObservers
▶ Croatia
▶ Romania

http://www.prace-ri.eu/
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PRACE | what we do
▶ Open access to world-class HPC systems to EU scientists and researchers
▶ Variety of architectures to support the different scientific communities
▶ High standards in computational science and engineering
▶ Peer Review at European level to foster scientific excellence
▶ Robust and persistent funding scheme for HPC supported by national 

governments and European Commission (EC)
▶ Support the development of intellectual property rights (IPR) in Europe by 

working with industry and public services
▶ Collaborate with European HPC industrial users and suppliers
▶ PRACE Ada Lovelace Award For HPC 2021- Nominations Are Now Open
▶ https://prace-ri.eu/nominations-are-now-open-for-prace-ada-lovelace-award-for-hpc-2021/

http://www.prace-ri.eu/
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MareNostrum: IBM
BSC, Barcelona, Spain
#38 Top 500

JUWELS (Module 1):
Atos/Bull Sequana

GAUSS @ FZJ, Jülich, 
Germany #39 Top 500

JOLIOT CURIE : Atos/Bull Sequana
X1000; GENCI @ CEA, Bruyères-le-
Châtel, France #34 Top 500

SuperMUC NG : Lenovo 
cluster   GAUSS @ LRZ, 
Garching, Germany #13 
Top 500

NEW ENTRY  2020
HAWK: HPE Apollo 

GAUSS @ HLRS,
Stuttgart, Germany

MARCONI-100: IBM
CINECA, Bologna, Italy
#9 Top 500

Piz Daint: Cray XC50
CSCS, Lugano, Switzerland
#10 Top 500

PRACE | Tier-0 Systems in 2020

NEW ENTRY 2018

Close to 110 Pflops cumulated
peak performance

More than 220 
Petaflops of peak 

performance

NEW ENTRY 2020 
#7 in Top500 & #3 in Green 500 
(Nov. 2020)
JUWELS Booster 

http://www.prace-ri.eu/
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European Cloud Initiative

http://www.prace-ri.eu/
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▶ PRACE position paper PRACE in the EuroHPC era published (Jan 2019)

▶ Offer to provide processes and activities as a partner of EuroHPC

▶ Future Services towards EDI: Data, Industry, GÉANT, new HPC services

PRACE | in the EuroHPC era

http://www.prace-ri.eu/
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PRACE 3 | 3 Basic Pillars

Cycles Access
Services

Know-
ledge 

Services

PRACE 3

http://www.prace-ri.eu/
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European HPC 
Ecosystem

http://www.prace-ri.eu/


9 www.prace-ri.euThe Partnership for Advanced Computing in Europe | PRACE

The big picture | sustainable goals

http://www.prace-ri.eu/
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PRACE | Industry

http://www.prace-ri.eu/


11 www.prace-ri.euThe Partnership for Advanced Computing in Europe | PRACE

http://www.prace-ri.eu/
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In 2010 world Data Center electricity use  
• 450 billion kWh (equivalent to France)
Forecast in 2020 : 
• 1031 billion kWh (equivalent to France + Germany + Canada + Brasil)  

And a major carbon footprint 
• 2002 : Global Data Center carbon footprint = 76 MtCO2e
• Forecast in 2020  

ü 259 MtCO2e (best case with use of virtualisation and free cooling) 
ü 533 MtCO2e (worst case)*

Source = SMART Global 2020
Make IT Green – Cloud Computing and its 
Contribution to Climate Change and 
International Energy Agency

ICT global carbon 
footprint and localisation

(data center=20%)

http://www.prace-ri.eu/
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Climate Sciences Programs

http://www.prace-ri.eu/
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http://www.prace-ri.eu/
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http://www.prace-ri.eu/
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Scalability for 62 vertical levels and 
without GPUs:

Summit is equipped with about 4600 liquid cooled nodes, 
each with 2 IBM Power9 (21 core) processors and 
6 NVIDIA Volta100 GPUs.

Turing test passed

http://www.prace-ri.eu/
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• RCP8.5 2021-2050 vs 1981-2010 % yield change.

• 10 crops- example for grain maize.

• Water availability will be critical for growing maize in Southern Europe.

Graine maize- assuming irrigated conditions Graine maize- assuming rain-fed only conditions

Climate change impact assessment on EU grain maize production 
potential (PESETA4)

http://www.prace-ri.eu/
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European Space Agency
ESA UNCLASSIFIED – For Official Use 

A Digital Twin Earth HPC/Cloud Scenario

http://www.prace-ri.eu/
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European Space Agency
ESA UNCLASSIFIED – For Official Use 

Assets, Competencies and Objectives

ESA
• Earth Explorers and Third-Party 

Missions
• Copernicus Infrastructure and 

Operations for COM 
• Platforms and Applications / DIAS
• Expansion of future EO Data 

Management and Operations

ESA and ECMWF

Moving forward together 
towards planetary-scale 

analytics, simulation, and 
modelling

= Digital Twin Earth

à need for additional infrastructure to support common vision

http://www.prace-ri.eu/
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▶ Connecting Europe Facilities PHIDIAS: 
▶ Prototype of HPC / Data Infrastructure for On-Demand Services 

PHIDIAS Goals
• Building a prototype for earth sciences satellite 

open data and HPC services
• Optimising and industrialising treatment 

workflows for extensive reusability
• Ensuring open access to standardised HPC 

services
• Improving FAIRisation processes, cross-use 

and open access
• Developing new data-processing models 

coupled with HPC capabilities
• Deploying data-processing methods as a 

service for scientific communities, public 
authorities, private entities and citizen science

PHIDIAS goal is to build a prototype for Data/High Performance Computing (HPC) services 
based on Earth sciences Satellite Data use cases

Enabling HPC and data capacities of the European Data Infrastructure for Scientists & Researchers

Improve the use of 
numerical services for 
marine data management, 
service and processing, 
considering EOSC 
challenge and the DIAS

Improve efficiency and 
genericity of the intelligent 
screening of environmental 
satellite data

Enhance EO data 
processing chains scalability 
for environmental monitoring 
from the end-users needs of 
THEIA land data centre 
network

http://www.prace-ri.eu/
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Connecting Europe Facilities (CEF) AQMO: Air Quality and Mobility

http://www.prace-ri.eu/
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Connecting Europe Facilities (CEF) AQMO: Air Quality and Mobility

http://www.prace-ri.eu/
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Connecting Europe Facilities (CEF) AQMO: Air Quality and Mobility

http://www.prace-ri.eu/
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Connecting Europe Facilities (CEF) AQMO: Air Quality and Mobility

http://www.prace-ri.eu/
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• Research in climate, weather and Earth sciences requires next-generation 
computational resources, along with new types of infrastructure capable of handling, 
analysing and disseminating vast amounts of data either measured or generated 
from simulations. 

• The societal and financial impact of such research is immense and goes far beyond 
the cost of the infrastructure: computational models are critical to reducing the 
impact of climate change by finding the most appropriate and cost-efficient counter-
actions, and better weather forecasting is of paramount importance e.g. in 
agriculture. 

• The software in the field is diverse, and ranges from legacy codes in urgent need of 
modernisation and improved scaling to state-of-the-art GPU-accelerated extremely 
parallel programmes. However, both require continued investments to maintain, port, 
and optimise in addition to implementation of new algorithms. 

• In addition to a few codes with exceptional scaling, there is an acute need for 
resources to enable large ensembles of independent runs with different parameters 
to quantify the uncertainty in models. The field will easily be able to use exascale 
computing, provided future infrastructure is organised to handle this type of 
ensemble simulation. 

http://www.prace-ri.eu/
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• Weather and climate simulations are HPC applications
• Quality depends on model resolution and model complexity
• Resolution depends on the performance of 

state-of-the-art supercomputers
• Hardware will be more heterogeneous

→ CPUs / GPUs / FPGAs / ASICs / (Quantum ?)
• We need more ensemble for Forecast and Climate
• We need longer simulation for Forecast and Climate
• Performance (energy consumption) will matter ever more
• Programability will matter ever more
• Usability will matter ever more
• This will not be smooth painless transition…

Strong need for skills to build Exascale systems
Strong need for skills to operate Exascale systems
Strong need for skills to use Exascale systems
Strong need for skills to translate Exascale systems (DT)
Strong need for skills to use/understand derivate Digital Twins
Strong need for basic science skills for policy maker
Strong need to believe what we know and act on it… 

Adapted from Neumann, Dueben et al. Phil Trans A 2018

http://www.prace-ri.eu/
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THANK YOU FOR YOUR ATTENTION
www.prace-ri.eu

http://www.prace-ri.eu/

