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uniting people ‘

Research

0 Push back the frontiers of knowledge

E.g. the secrets of the Big Bang ...what was the matter like
within the first moments of the Universe’s existence?

0 Develop new technologies for
accelerators and detectors

Information technology - the Web and the GRID
Medicine - diagnosis and therapy

0 Train scientists and engineers of
tomorrow

0 Unite people from different countries and
cultures
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Discovery 2012, Nobel Prize in Physics 2013

=i

The Nobel Prize in Physics 2013 was awarded jointly to Frangois Englert
and Peter W. Higgs “for the theoretical discovery of a mechanism that
contributes to our understanding of the origin of mass of subatomic
particles, and which recently was confirmed through the discovery of the
predicted fundamental particle, by the ATLAS and CMS experiments at
CERN's Large Hadron Collider”.




CERN'’s scientific diversity programme

CMS

LHC North Area

SPS

ATLAS
HiRadMat
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' LEIR
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~20 experiments, > 1200 physicists

AD: Antiproton Decelerator for
antimatter studies

AWAKE: proton-induced plasma
wakefield acceleration

CAST, OSQAR: axions

CLOUD: impact of cosmic rays on
aeorosols and clouds -
implications on climate

COMPASS: hadron structure and
spectroscopy

ISOLDE: radioactive nuclei facility

NA61/Shine: heavy ions and
neutrino targets

NAG62: rare kaon decays

NAG3: radiation processes in
strong EM fields

NAG64: search for dark photons

Neutrino Platform: v detectors
R&D for experiments in US, Japan

n-TOF: n-induced cross-sections
UA9: crystal collimation




Future of particle physms

High Luminosity LHC until 2035 { i’“" '.;; E

 Ten times more collisions than | rom g ;: #
the original design

Studies in progress: '
Compact Linear Collider (CLIC)

e Linear e*e collider Vs up to 3 TeV

Future Circular Collider (FCC)
 New technology magnets -
100 TeV pp collisions in 100km ring
« e*e collider (FCC-ee) as 1st step?
« HE-LHC in the present LHC tunnel
with FCC-hh technology?

Schematic of an
80 - 100 km
long tunnel
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European Strategy for Particle Physics
* Preparing next update in 2020

Mandalaz
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Research

Q Interfacing between fundamental science and key
technological developments
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Accelerating particle Detecting particles Large-scale
beams computing (Grid)




Medical Application as an Example of Particle Physics Spin-off
Combining Physics, ICT, Biology and Medicine to fight cancer

__Tumour Leadership in lon
- Tar\g\et Beam Therapy now
o in Europe and
£ ! Protons Japan
light ions \_) L
Acceleratlng partlcle beams X-ray protons
~30'000 accelerators worldwide >100’000 patients treated worldwide (45 facilities)
~17°000 used for medicine >50’000 patients treated in Europe (14 facilities)

“ I mMa g I N g PET Scanner Brain Metabolism in Alzheimer's

Disease: PET Scan

Clinical trial in Portugal, France
and ltaly for new breast imaging
system (ClearPEM)

Detecting particles




The Worldwide LHC Computing Grid

Tier-2 sites
(about 160)

Tier-1 sites
Tier-0 I >170 sites in,
(CERN and Hunga &= 1 42 countries
data recording,
reconstruction and
distribution

750k CPU cores

00 PB of storage

Tier-1: permanent
storage, reprocessi

analysis 2 million jobs/day

Tier-2: simulation,

end-user analysis 35 GB/s global

transfers

WLCG:
An International collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage
resource into a single infrastructure accessible by all LHC physicists



CERN Education Activities

Scientists at CERN
Academic Training Programme

Young Researchers
CERN School of High Energy Physics
CERN School of Computing

CERN Accelerator School

Undergraduates
Summer Students
Programme

CERN Teacher Schools
/— International and National
Programmes

Public visitors
135 thousand per year



Science is getting more and more global

Distribution of All CERN Users by Location of Institute on 28 January 2019
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Age Distribution of Scientists

- and where they go afterwards

What type of organisation do you work in?

Today:
>3000 PhD students
in LHC experiments

® |ndustry
= University
Research Institute
B Gowt. / International Org.

Other

Which domain do you work in?

B Computing

® Consulting
Physics

B Engineering
Finance
Communications

® Others

They do not all stay: where do they go?




What's happening now at CERN?

LHC Pagel Fill: 7495 E: 0 Z GeY 09-05-19 12:02:46

SHUTDOWN: NO BEAM

BIS status and S5MP flags
Comments (25-Apr-2019 04:57:28) Link Status of Beam Permits

Global Beam Permit
Setup Beam
Beam Presence

LS2

Moveable Devices Allowed In
Stable Beams

AF5: 75_150ns_733Pb_733_702_468_42bpi_20inj PM S5tatus Bl ENABLED 2\ EI¥: a1 ENABLED
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. . ; ; AD: Antiproton Decelerator for
CERN'’s scientific diversity programme antimatter studies

AWAKE: proton-induced plasma

CMS wakefield acceleration
- T CAST, OSQAR: axions
LHC North Area CLOUD: impact of cosmic rays on
aeorosols and clouds >

LHCb implications on climate

SPS COMPASS: hadron structure and
t
A%KE\/ spectroscopy

i — i ISOLDE: radioacti lei facilit
HIRMF:lt TTN . raaioactive nuciel racilty
: FLENA  AD NA61/Shine: heavy ions and

PP 201661 m | neutrino targets
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BOOSTER
ISOLDE NAG62: rare kaon decays
> Fast Area y
n-ToF | o NAG63: radiation processes in
ETT _— PS t EM field
k’”"f)( D:; strong ields
neutrons LINAC 2 J

Q e NAG64: search for dark photons

LEIR

LINAC 3

lons

Neutrino Platform: v detectors
R&D for experiments in US, Japan

. . -TOF: n-induced -secti
~20 experiments, > 1200 physicists ol e (IEHEEE GToR5-Sectons

UA9: crystal collimation
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LS2 (2019-2020 period): coordination of multi projects

AS_BESTOS removal

The main projects during LS2

LU - AWAKE
(incl. L4 connection)
" HL-LHC
Consolidation (...}
| s @ e > DISMAC
| © o @
. = ,.-
LHC experiments ® ® g
upgrade > @ - © E!—ENA
SPS Access East Area

" SPS Fire Safety - consolidation

‘ @Information Technology Department Frédéric Hemmer, 21.5.2019 e-IRG Workshop
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LS2 (2019-2020 period): coordination of multi projects
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Master Schedule of the Long Shutdown 2

2018 todayao1o

ocT NOV DEC JAN FEB MAR APR MAVI JUNE JuLy AUG

M1 24 336 27 1] 25 3] 4 32 3] 54 536 58 99 0 a3 ] a5 ] 25 4 7] an s s QM 2] 54| 5] €| 7] o] > 50|13 3] 53 sa] 15 6] 7] ] 15[ 20 3 2 |5 ] 26| 2 2020 3|50 33 35|54 3556 9130 35 0|4 2] a3 ) a5 ] o] s s [ | 2] 3 < 56 7] 8 5 ss w5

w0/ 22| a5 1 a7 oo oo QI 2 3| o[ 5 6 7] ] o] ] x] 3w 5 s [0

Linaca Linac3 Shutdown
1
LEIR
1
Linac2 Surface work
Linac2 RP Linac4 connection - Linac2 Un( erground
Linaca o New LBE line - PS Switch Yard
F I Linacd Connection - Linacd Transfer : unnel
N S S
PSB Tests PSB Surface work
PSB RP
PSB Shutdown
cooling
PS&TT2 Surface work
ps N
PSitest:
™ RP | PStesty | beaTT2 shutdown
cooling
SPS Surface work
SPS sf
** | sps shutdown
LHC Surface work
LHC FWarm-Up
2 weeks of xmas break 201&- | LHC Shutdow 1
LHC3, 7, IT {2
SM18

Stop for infras
a0 ] 02| 3] w45} 07 o om 50 [ 215+ |5 6] 7] ] 9] 36 ua a5 a0 a5 a6 a7 ] ] 30 200 18] 3 35

ocT NOV DEC JAN FEB MAR APR MAY, JUNE
Islnpcooling in Linac2 Ishp cooling in SPS I
|stop cooling in Linac3, LER
|stop cooling in PsB, PS (except b.359) I
<> end of beam LHC
0 end of beam Linac2, PSB, ISOLDE, East Area, nTOF, AD, WAKE, HiRadMat
end of high intensity beam North Area
» end of beam Linac3, LEIR, PS, SPS, North Area

Juwy AUG

defined by HSE-RP

Safety First

mlnformation Technology Department

7| 2a] 29 30] 32 52 30 3] 15 36 [0 5030 0 ) a1 4o a5 a7 w40 505

ocT NOV DEC JAN FEB MAR APR MAY  JUNE  JuLY AUG  SEPT ocT NOV DEC

2019-2020

Linacd

Linac4 Shutdown
NO WORK ‘commission

PSB Hardware tests

4 months

Start of work in the high radiological risk areas Close PSB |close PS Switch Yar| Close PS | |Close sps

excellent

fgood
Javeragé€
[Opoor

Quality second

Frédéric Hemmer, 21.5.2019

Linac4 i!eam commissioning
(LBE dymp)
ing (L4 main 3-5 mopths.

3 3] o 5] 6] 2] 8] o] s8] 12 1] s3] 10 5] s 9] sn ] 20 2 2] 2] [ 55 36 20 20 3930 ] 32 3 30 35 36| 30 3. 5 )45 a2 3] an[ 5] 46 ) 8 4 50] 51 )

2020

ocT NOV DEC JAN FEB MAR APR MAY JUNE Jury AUG SEPT ocT NOV DEC JAN FEB MAR

lons; Start of Linac3 Source Tests

Linac3 and LEIR Hardware
Tests

3 months

EARLIEST DATE
ESTIMATION

PS&TT2 Hardware tests
115 weeks

Beam
‘commissi
oning

6 weeks

SPS Hardware
tests
2 months

LHC Cool-down whole
machine

+Tests

12

LHC Hardware Co|  |sioning + Machine
chek out
16 weeks

LHC Cool-down
starts

23] 5] e[ )8 #[a0]mlulu

JAN FEB MAR

Close LHC |Beam
Close Linac3, LEIR ready for PSB

LHCPROBE beai|LHCPROBE beam
ready for PS

ready for SPS

Schedule third

e-IRG Workshop
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LHC: LS2 planning (version

Sector 12 | Sector 23

| Sector 34

https://cern.ch/Ihcdashboard/Is2

| Sector 45 Sector 56 \ Sector 67

Sector 78 | ] Sector 81

ARC 12 ARC 23 ARC 34
P1 P18 | LSS1R . T2 1ss2L P2|/LSS2R| _ ~ |P32 LSS3L | P33 LS53R

ARC 45 ARC 56 ARC 67
LS54L | P4 LSS4R LSS5L | P5 | LSS5R | LSS6L | P& LSS6R 4
§

s
ws

LSS 7L

in LSS

Alignem

Alignmer)
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—— e —| o tral Drain Clearing - T

FireDetection

i
I Maluas and M
| Pressure Gauzes

Crvn Maintenance

1F wneraned ref

- Truck ol

Alignment
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2
]
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~
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e 8 chch o st ergned
=1
o
(=1
~
Fuwering Tests il -
e _— B —
il . Trainin .
g quenches §, 2-3 4.9 ’
- ing quenches S. 1-2 Training quenches S. 3-4
o
(=1
o~

Recommissioning with beam

ARC 78

ARC 81
P7 || LSS 7R LSS8L | P8 | LSSBR Ti8 . | LSSIL

t @ wa

PR7

————

Qz7g7

cool-down+ bail off + Cryo tuning
- Alig t @cald arcklLSS

Cooldam: 80-20K)

Final cool-down# boil off + Cryo |

Train uenches S. 8-1
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Nominal LHC: vs =14 TeV, L= 1x10% cm2s""
Integrated luminosity to ATLAS and CMS: 300 fb-! by 2023 (end of Run-3)

HL-LHC: Vs = 14 TeV, L= 5x1034 cm2s" (levelled)
Integrated luminosity to ATLAS and CMS: 3000 fb-' by ~ 2035
LHC
Run1 | | Run 2 \ ‘ Run 3
LS1 — @ 13.5-14 TeV 14 TeV 14 TeV
Injector upgrade S5to7x
rev STV I — J:‘J"""..:...' - e W HL-LHC Rminoety
e —— R2E project m 1, regions installation e —
t =
S experiment
Zs:wul e e S o e m”?'“ 2 x nominal uminosiy ummz
luminasity ] -

LS2 (2019-2020):

Q LHC Injectors Upgrade (LIU)

O Civil engineering for HL-LHC equipment P1,P5
U First 11T dipoles P7; cryogenics in P4

O Phase-1 upgrade of LHC experiments

LS3 (2024-2026):

O HL-LHC installation
O Phase-2 upgrade of ATLAS and CMS

Project timeline driven by radiation damage to some machine components: end of lifetime ~2023

N
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(W) LHC Computing
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Data - 2018
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Transfer Throughput

Data transfers
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2018: 88 PB 14 PBin August | Ry
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— LHCB
I I — NA48
HH L = NAG61
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2015-1
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-II

2014-1 20181

ananan

2018: 19.8 PB

ATLAS: 5.2 Hl Run
C M S : 7 - 7 [Transfered Data Amount per Virtual Organization for WRITE Requests
LHCb: 1.2 18.6 PB in November :-=

1.0PB

BOOTE

600 TB

ALICE: 5.7 |‘ ;ﬁ
|||| ‘l iy,
||||II||

== GOMPASS

- CMS
400 TB

20078 I l

DBIlllll III|

1148 11/16
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Data - 2018

== ALICE

2018: 88 PB 14 PB in August I — s
ATLAS: 24.7 . .
o CMS: 436 inc. parked b-physics data I I I|| :ESIZEUP
LHCb: 7.3 1 l R
8PB ALICE: 124 I ! |I ::i:li
I \ | | I - ILC
5PB i _- I I | Ii I III — LEP
|t il it || Ml | ‘ | S
AL i I || I
a2l !!l.!...ll I II!!l!:ll!l!!!!l!!!illulII--I!!I!==-. a.....lull...lllll !I ] ! [ I“Ii L |.__.._-.l I e
2009-1 2010-1 20111 2012-1 2013-1 2014-1 2015-1 2016-1 20171 201 8 ‘I 20191

NTNAC

2018: 19.8 PB

350 PB 700 Mil

5 ATLAS: 5.2 Hl Run
o 3 3 O + P B O n ta p e o C M S : 7 " 7 [Transfered Data Amount per Virtual O ization for WRITE Req

o 608 M flleS s00 i o LHCb 12 186 PB |n November ::if::
| ALICE: 5.7 “ Sl

uuuuu 200 il — LHCB

BOOTB
4
@ S
15008 300 Mil
600 TE = DUNE
== COMPASS
100 PB 400 TB - CMS
200 Mil = oo
BACKUP
- ATLAS
- 20078 g l
100 Mil I I AMS
- . B ALICE
-- -
DBIlllll llllll IIIIIII ESECEEN=CsE

— 11/8 1116 11723 1z 12/8 12716 12/24
2005-1 2006-1 2007-1 2008-1 2009-1 2010-1 2011-1 20121 20131 2014-1 20151 2016-1 2017-1 20181 2019-1

- LEP

- ILC

= fileSize Current: 330.0 PB = sizeOnTape Current: 339.0 PB fileCount Current: 608 Mil
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8/27/2017._9:14:15 am

WLCG Activity

US Dept of State Geographer
© 2017 Google
Image Landsat/ Copernicus
Data SIO, NOAA, U.S. Navy, NGA, GEBCO

Running jobs: 270371 -
Active CPU core<: 774812
Transfer rate: 13.40 GiB/sec

Google Earth

eye alt 13671.20 mi O
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Estimates of resource needs for HL-LHC

1000

900

800

700

600

500

400

300

200

100

Data@stimatesforAstyearDffHL-LHCIPB)

250000
B ALICE W ATLAS ECMS ¥ LHCb

_ 200000
150000
100000

50000

Raw Derived

Data:

+ Raw 2016: 50 PB - 2027: 600 PB
» Derived (1 copy): 2016: 80 PB - 2027: 900 PB

CPUMNeedsHorAst¥ear®fHL-LHCIkHS06)

HALICE = ATLAS mCMS = LHCb

CPUAHSO06)

CPU:
 x60 from 2016

Technology at ~20%/year will bring x6-10 in 10-11 years

Simple model based on today’s computing models, but with expected HL-LHC
operating parameters (pile-up, trigger rates, etc.)

At least x10 above what is realistic to expect from technology with reasonably

constant cost

(ﬁW)
/) ‘ olnformation Technology Department e-IRG Workshop
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36

pPa}o113S9y :UONEDIISSE|D JUBWN20(


http://information-technology.web.cern.ch/

CE/RW
\

Nyl

CERN, IT & EOSC

‘ mlnformation Technology Department Frédéric Hemmer, 21.5.2019

e-IRG Workshop
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CERN Services for the Global Community

° S C OA P3 : O p e n Access P u b I i S h i n g fo r QAF“SF)OHSOHHQ Consortium for Open Access Publishing in Particle Physics

Particle Physics
« Journals at no cost for the Authors

- CERN Open Data Portal

« Explore more than 1 petabyte
of open data from particle physics!

- Zenodo Digital Repository
« Support for Open Science

c@
\

~7 Frédéric Hemmer, 21.5.2019
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Home What is SCOAP= SCOAP: Partners SCOAP: Journals SCOAP: Repository FAQs

What is SCOAP®?  How does it work?
# Home > What is SCOAPS

What is SCOAP3?

SCOAP®is & one-of-its-kind partnership of ever three thousand libraries, key funding agencies and ressarch
AP has

Genters in 44 Gountries and 3 intergovernmental Grganisations \Working with lescing publisher
convertad key journals in the field of High-Energy Physics to Open Access at no cost for suthors. SCOAP3

centrally pays publishers for costs involved in praviding Open Accsss, publishers, in tumn, reduce subseription fees

to all their customers, who can re-direct these funds to contribute COAP3. Each country contributes in a way
commensurate to its scientific output in the field. In addition, existing Open Access journals are also centrally

supported, removing any sxisting financis| barrier for suthors

SCOAP joumals are open for any scientist to publish in without any financial barriers. Copyright stays with

authors, and a permissive CC-BY license allows text- and dsta-mining. SCOAP? sddresses Open Access mandates

Resources Contact

Picuure ® 2014 by CERN CC-BY-54 40

at no burden for authors. Al articles appear in the SCOAP® repository for further distribution, ss well as being Open Access on publishers’ websites.

About Zenodo

e-IRG Workshop
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An example of CERN Technology
Transfer through Open Source
Software

CERN's Indico Conference &
Meetings Management Software

@@W
\\_/ ‘ mlnformation Technology Department Frédéric Hemmer, 21.5.2019 e-IRG Workshop 39
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United Nations

o Mandated by UNOG
° Implemented during 2015-2017

Benefits as seen by UN

o Shorter and faster queues at the
Pregny Gate

. Increased efficiency by Security

° Expanded services to
conference participants

0 Modernised business processes
o Improved UN image
o Support for remote venues

> 220 (known) Indico instances worldwide

B -Ell ©4 Registration | UN Women - [ 62nd Sessionof the Coi X 4 = a x

& 2 O @ A regunogeheveny2243 mk £ L & -

62nd Session of the Commission on the Status
of Women (CSW62)

(SW 7/ Peie

COMMISSION ON THE STATUS OF WOMEN "‘ \"
12-23 MARCH ram

EMPOWERING RURAL WOMEN AND GIRLS

12-23 March 2018 E— - ]

United Nations Headquarters New York
US/Eastern timezone

Overv The sixty-second session of the Commission on the Status of Women will take place at the United Nations Headquarters in New
Regist York from 12 to 23 March 2018
Representatives of Member States, UN entities, and ECOSOC-accredited non-governmental organizations (NGOs) from all
SWE2 Wi regions of the world are invited to attend the session
NGO Participation Themes

Priority theme:
Challenges and opportunities in achieving gender equality and the empowerment of rural women and girls

ught ta you by UNOG/ @l Contact us 1eN to the media, and information and communications technolegies and their impact on and
-t ncement and empowerment of women (agreed conclusions of the forty-seventh session)

@ INJICD)
i Statistics

11,350+ conferences and events
created with Indico

41,645 registrations
by participants to conferences and events

Avatar created in Indico

- 28,209 badges printed
by Security
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CERN Contributions to EOSC

OpenAIRE: Zenodo service
EOSC-Hub: operational security, biz model development

GEANT 4-3: Collaborate with SWITCH on “Trust and Identity Services’ & ‘Enabling
Communities (FIM4R)’

HNSciCloud and OCRE: practical models for the procurement of commercial cloud
services

ESCAPE.: interfacing FAIR data services from the Astronomy & Particle physics
ESFRI research infrastructures to EOSC

eXtreme DataCloud (XDC): developing scalable technologies for federating storage
resources and managing data in highly distributed computing environment

EOSCsecretariat: helping plan EOSC with contributions to business models and
relations to industry

Up to University (Up2U): developing tools and services for educational environment

ARCHIVER: procurement of innovative services to support the long term data
preservation needs of research communities

‘ mlnformation Technology Department Frédéric Hemmer, 21.5.2019 e-IRG Workshop
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EOSC, ESFRI's & EIROForum

- A Virtual autopsy by multiscale synchrotron X-ray pha

o ESFRI's & EIROForum organisations are big data
factories production high quality data

. Attracting end-users and bringing credibility

. HPC & new architectures are becoming essential for Ep—
data intensive research
. CERN participates in DEEP-EST ot

° Innovation is key in this context

. ATTRACT kickoff 170 projects will be awarded 17 M€
. CERN IT is contributing two projects
- through the %S5 106

- FPGA & Quantum Computing

cEn)
/) ‘ @Information Technology Department Frédéric Hemmer, 21.5.2019 e-IRG Workshop 42


http://information-technology.web.cern.ch/

CERN
OPENDAYS

> Explore the future with us
» Explorez le futur avec nous

14 - 15 septembre /| September 2019


http://information-technology.web.cern.ch/
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